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Preface

It is now some eighty years since the idea that there is a relation between scientific knowledge and the social order in which it developed, was first proposed. We have seen general thesis elaborated in three directions. There have been those who thought that there was a causal relation between the taken for granted socio-political structure of a period and the content of scientific theories, for instance the individualism of Protestant capitalism was thought to have engendered physical atomism. This idea of a relation between the social order of a period and the content of the scientific theories popular at a time has been revived in recent years by the Edinburgh school (for instance in the recent work by D. Bloor, 1976). This is a very strong thesis, and there have been serious objections raised to it. The most fundamental is perhaps that there is no way of telling whether there is a causal relation between the social order and the scientific ideas of a time, or whether there is some third thing, the "zeitgeist", whatever that might be, that engenders both. Correlation, it might be argued, is not causation, unless one adopts the dubious causal theories of Hume.

More recently there has been a tendency to invoke social explanations when epistemological accounts of science run out, a kind of "God-of-the gaps" argument. Historians and philosophers of science, such as Kuhn (1962) and Feyerabend (1975) have pointed to what they take to be an underdetermination of theory by the available data, both as to content and as to grounds for belief. How is it then, that scientists do make quite clear cut decisions as to which theory to prefer at some time? The alleged weakness of the epistemological account of theory choice is remedied by pointing to the power of the scientific elite and the social processes by which it is recruited, modified and sometimes overthrown, to influence what it is taken as rational to believe. Some have gone as far as Toulmin (1972) to propose that we should think of scientific elites as setting up "institutions of rationality". While it is no doubt true that the urge to demonstrate publicly that one is a rational being is socially based and socially propagated it would be a gross example of the naturalistic fallacy to identify grounds for belief with social pressure. Not least because it might be that the scientific community maintains by social pressure, just those criteria for theory choice that best embody the practices that experience has shown are the best ways of judging theories for their truth.

Both these developments, and their defects, could be explained if one sees them as footnotes to Mannheim's original derivation, from Marx, of a sociology of knowledge. However, there has recently emerged a much more sophisticated mode of analysis. Suppose that instead of approaching the scientific community with Marx or even Goffman in hand, one were to adopt the stance of the anthropologist coming into contact with a strange tribe. At first, since one did not share their language, the tribe's own theories as to the grounds for and even the nature of their activities, would be unknown. The relative significance of those activities would be opaque. Entering the laboratory and watching with amazement the things that go on there, what would one
be inclined to say? One notices with some interest that most people seem to spend most of their time writing and correcting writings. What is one to make of this? What are they doing it for? Soon enough one grasps that certain important hierarchical relations between members of the tribe develop through the public use of the writings. A steeply graded social order x, marked by the adoption of symbolic clothes and other accoutrements such as slide rules or pocket calculators, is borne in upon one.

The anthropological approach, as one might call it, is the central focus of this study. Laboratories are looked upon with the innocent eye of the traveller in exotic lands, and the societies found in these places are observed with the objective yet compassionate eye of the visitor from a quite other cultural milieu. There are many surprises that await us if we enter a laboratory and study a group of scientists in this frame of mind. The idea that the enterprise can be defined in terms of an idealized epistemology, whether that of experimentally based inductions or of the conjectures and empirical refutations of the logicist philosophers of science, is quickly refuted. Logic, it seems, is not among the "idols of the tribe". Where it appears it is as an insert in the pursuit of rhetorical advantage in debate. The experimental control of thought, the official philosophy of science, is demonstrably remote from the considerations of those who actually practice science as a way of life.

In earlier versions of this approach the power of the vision to bring out aspects of the scientific enterprise that were both surprising and in need of explanation was vitiated by an almost unacknowledged adherence to an old, and indeed exploded philosophy of science, instrumentalism. Happily the sociological work has been made more sophisticated, and in this study no a priori hostages to fortune by way of positivistic skeletons in the cupboard, any longer take away from the effectiveness of the study. Of course science only makes sense as a realist enterprise, an attempt, using the means at hand, to truly represent physical reality as it is. Indeed this very study is a realist enterprise, an attempt to truly represent the social order of life in laboratories and institutes of research, just as they are. By bringing the philosophical issues to the surface as matters not of prejudgement but as matters of concern, Karin Knorr has developed the first really positive challenge to the philosophy of science since the days of paradigms and internal definitions of meanings.

Rom Harré
Linacre College, Oxford
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Chapter 1
The Scientist as a Practical Reasoner: Introduction to a Constructivist and Contextual Theory of Knowledge

My lord, facts are like cows. If you look them in the face hard enough, they generally run away.
Dorothy L. Sayers

1.1 Facts and Fabrications
Dorothy Sayers' analogy between cows and facts hides both a philosophical and a methodological point. Since both will guide us throughout this book, I will begin by discussing each at some length. The philosophical point is that facts are not something we can take for granted or think of as the solid rock upon which knowledge is built. Actually, their nature is rather problematic—so much so that confrontation often scares them off. The methodological point is that the confrontation has to be long, hard and direct. Like cows, facts have become sufficiently domesticated to deal with run-of-the-mill events.

That facts are indeed problematic has been known to philosophers for quite some time. Indeed, the quest for the nature of facts—the core of the quest for the nature of knowledge—is a major reason for the proliferation of epistemological theories. The key dispute is where to locate the problem, and how to approach it. Kant, for example, saw the quest as a search for the conditions of possibility of pure science, and found his answer in the categorical make-up of the human mind. In marked contrast, one of today's much discussed concepts sees the core of the problem not in the human mind, but in social history. Its proposal is to search out the social relations of production from which the nature of knowledge is thought to originate.

Recent theories of knowledge have tended to transfer the problem from a knowing subject's constitution of the factual to a variety of other locations. Most influential, perhaps, is the shift toward the logic of scientific inference advocated by what some have called objectivism. To the objectivist, the world is composed of facts and the goal of knowledge is to provide a literal account of what that world is like. The empirical laws and theoretical propositions of science are designed to provide those literal descriptions. If empirical laws and theoretical propositions literally describe an external world of facticity, then an enquiry into the meaning and connection of "facts" becomes an enquiry into the meaning and connection of laws and propositions. If the knowledge of scientific accounts is reality represented by science, then an enquiry into the nature of the "real" becomes an investigation of how the logic of scientific accounts preserves the lawlike structure of the real.
But there are other positions. To the anti-realist, for example, it is precisely this last question which needs to be reversed. Why should our interest-geared, instrumentally-generated world order mirror some inherent structure in nature? The problem of facticity is not external to science, but internal to knowledge itself. Science, says Feyerabend, is nothing but one family of beliefs equal to any other family of beliefs. Systems of belief develop within social and historical contexts. Thus, the study of facticity is the study of history and social life. But if science, like the magic of the Azande, is merely a belief system, the objectivist might argue, can we not infer that the two are interchangeable? And if this position is unthinkable, does it not imply that the argument itself is a naïve form of scepticism, inconsistent with itself in the sense that it disregards the very social and historical context it otherwise postulates to establish the relativity of knowledge? According to Marx, the mark of idealism is to forget that reality is constructed neither accidentally nor under conditions of free choice. In view of what can be explained by positions like the scepticist’s “anything goes”, realism has been called the only concept “that doesn’t make the success of science a miracle”.

Can we say, then, that the problem of facticity is to be located in the correspondence between the products of science and the external world, and that the solution is to be found in the descriptive adequacy of scientific procedure? There is more than one negative answer to such a proposal. To begin with, while objectivism (in accordance with Marx) stresses the constraints (here identified with nature) which limit the products of science, it is itself oblivious to the constituted character of these products. Peirce has made it the point of his work to argue that the process of scientific enquiry ignored by objectivism (its “context of discovery”) is itself the system of reference which makes the objectification of reality possible.

Thus, the problem of facticity is as much a problem of the constitution of the world through the logic of scientific procedure as it is one of explanation and validation. While the work of Bohm, Hanson, Kuhn and Feyerabend may not have resulted in a satisfactory model of scientific success, it is generally credited with pointing to the meaning variance or theory dependence of scientific observation. This meaning variance is another aspect of the active constitution of facticity through science, and one most disturbing for objectivism.

Equally relevant here is the fact that models of success which do not require the basic assumptions of objectivism are both thinkable and plausible, and have been proposed within the sciences themselves. Psychiatrists, for example, have often used behavioural therapy to successfully treat both major and minor psychic disorders for which they claim not to have nor to need any descriptively adequate explanation. A better illustration, perhaps, is the mouse that runs from the cat. Must we assume that the mouse runs because it has in its mind a correct representation of the natural enmity inherent in the cat? Or is it not more plausible to say that any species which fails to run from its natural enemies will cease to exist, which leaves us only with those that did run? Like the progress of evolution itself, the progress of science can be linked to mechanisms which do not assume that knowledge mimics nature.

Finally, objectivism has been criticised within its own ranks for assuming a factual world structured in a lawlike manner by the constant conjunction of events. According to this critique, constant conjunctions of events result from laboratory work which creates closed systems in which unambiguous results are possible and repeatable. But in practice, such constant conjunctions are the rare exceptions—as is predictive success.
Consequently, the laws proposed by science are trans factual and rule-like, rather than descriptively adequate. Thus, the practical success of science depends more upon the scientist’s ability to analyse a situation as a whole, to think on several different levels at once, to recognise clues, and to piece together disparate bits of information, than upon the laws themselves. As with any game, winning depends less upon the rules than on what is done within the space created by those rules.

Bhaskar’s analysis suggests that there is no necessary link between the “success of science” and the assumptions made by empirical realism, and that, indeed, the success of science may have to be explained on grounds very different from the thesis of symmetry between prediction and explanation. His “transcendental realism” adds another aspect to the constitutive role which both pragmatism and scepticism attribute to scientific investigation, i.e. that the experimenter is a causal agent of the sequence of events created, and that conjunctions of events are not provided for us but created by us. At the same time, he holds that the questions which man puts to nature must be phrased in a language that nature “understands” and takes the instruments of science as “devices designed to decipher the vocabulary of nature”.

The purpose of the present study is to explore how those constant conjunctions are created in the laboratory (suspending for the moment any assumptions about the vocabulary of nature). Rather than view empirical observation as questions put to nature in a language she understands, we will take all references to the “constitutive” role of science seriously, and regard scientific enquiry as a process of production. Rather than considering scientific products as somehow capturing what is, we will consider them as selectively carved out, transformed and constructed from whatever is. And rather than examine the external relations between science and the “nature” we are told it describes, we will look at those internal affairs of scientific enterprise which we take to be constructive.

The etymology of the word “fact” reveals a fact as “that which has been made”, in accord with its root in the Latin facere, to make. Yet we tend to think of scientific “facts” as given entities, and not as fabrications. In the present study, the problem of facticity is relocated and seen as a problem of (laboratory) fabrication. Clearly, then, we step beyond philosophical theories of knowledge and their objectivist (or anti-objectivist) concerns. But I would argue that once we see scientific products as first and foremost the result of a process of construction, we can begin to substitute for those concerns, as some have suggested, an empirical theory of knowledge.

1.2 The Constructivist Interpretation I: Nature and the Laboratory

How do we defend the contention that scientific enquiry ought to be viewed as constructive rather than descriptive? And what exactly do we mean by this particular qualification? The first question can be answered rather simply. Even the briefest participation in the world of scientific investigation suggests that the language of truth and hypothesis testing (and with it, the descriptivist model of enquiry) is ill-equipped to deal with laboratory work. Where in the laboratory, for example, do we find the “nature” or “reality” so critical to the descriptivist interpretation? Most of the reality with which scientists deal is highly preconstructed, if not wholly artificial.

What, after all, is a laboratory? A local accumulation of instruments and devices within a working space composed of chairs and tables. Drawers full of minor utensils,
shelves loaded with chemicals and glassware. Refrigerators and freezers stuffed with carefully labelled samples and source-materials: buffer solutions and finely ground alfalfa leaves, single cell proteins, blood samples from the assay rats and lysozymes. All of the source-materials have been specially grown and selectively bred. Most of the substances and chemicals are purified and have been obtained from the industry which serves science or from other laboratories. But whether bought or prepared by the scientists themselves, these substances are no less the product of human effort than the measurement devices or the papers on the desks. It would seem, then, that nature is not to be found in the laboratory, unless it is defined from the beginning as being the product of scientific work.

Nor do we find in the laboratory the quest for truth which is customarily ascribed to science. To be sure, the language of scientists contains innumerable references to what is or is not true. But their usage in no way differs from our own everyday use of the term in a variety of pragmatic and rhetoric functions which do not have much to do with the epistemological concept of truth. If there is a principle which seems to govern laboratory action, it is the scientists’ concern with making things “work”, which points to a principle of success rather than one of truth. Needless to say, to make things work—to produce results—is not identical with attempting their falsification. Nor is it the concern of the laboratory to produce results irrespective of potential criticism. Scientists guard against later attacks by anticipating and countering critical questions before publications. The scientists’ vocabulary of how things work, of why they do or do not work, of steps to take to make them work, does not reflect some form of naive verificationism, but is in fact a discourse appropriate to the instrumental manufacture of knowledge in the workshop called a “lab”. Success in making things work is a much more mundane pursuit than that of truth, and one which is constantly turned into credits in scientific everyday life via publication. Thus, it is success in making things work which is reinforced as a concrete and feasible goal of scientific action, and not the distant ideal of truth which is never quite attained.

But “truth” and “nature” are not the only casualties of the laboratory; the observer would find it equally difficult to locate those “theories” which are so often associated with science. Theories adopt a peculiarly “atheoretical” character in the laboratory. They hide behind partial interpretations of “what happens” and “what is the case”, and disguise themselves as temporary answers to “how-to-make-sense-of-it” questions. What makes laboratory theories so atheoretical is the lack of any divorce from instrumental manipulation. Instead, they confront us as discursively crystallised experimental operations, and are in turn woven into the process of performing experimentation.

In place of the familiar alienation between theory and practice, we find an action/cognition mesh to which the received notion of a theory can no longer be adequately applied. According to the scientists themselves, theories in research are more akin to policies than creeds. Such policies blend interpretation with strategic and tactical calculations, and are sustained by methodological “how-to-do-it” projections. Like the concern with making things work, policies are necessarily tied to an interest structure. Pure theory, then, can be called an illusion the sciences have retained from philosophy.
1.3 The Constructivist Interpretation II: The “Decision Ladenness” of Fact-Fabrication

The inadequacy of those concepts associated with the descriptive interpretation of scientific enquiry is not surprising, given the framework in which they developed. It is no less surprising that a shift in the framework of analysis to the actual process of research brings new conceptions into being. We have said that this process should be seen as constructive rather than descriptive. Let us be more specific. The thesis under consideration is that the products of science are contextually specific constructions which bear the mark of the situational contingency and interest structure of the process by which they are generated, and which cannot be adequately understood without an analysis of their construction. This means that what happens in the process of construction is not irrelevant to the products we obtain. It also means that the products of science have to be seen as highly internally structured through the process of production, independent of the question of their external structuring through some match or mismatch with reality.

How can we conceive of this internal structuring of scientific products? Scientific results, including empirical data, have been characterised as first and foremost the result of a process of fabrication. Processes of fabrication involve chains of decisions and negotiations through which their outcomes are derived. Phrased differently, they require that selections be made. Selections, in turn, can only be made on the basis of previous selections: they are based on translations into further selections.

Consider a scientist sitting at an electronic table calculator and running a regression programme on texture measurement data. The machine automatically selects a function along which it plots the data. But in order to choose among the eight functions at its disposal, it needs a criterion. Such criteria are nothing more than second order selections: they represent a choice among other potential criteria into which a first order selection can be translated. In our case, the programme actually offered a choice between two criteria, maximum $R^2$ and minimum maximum absolute residuum. The scientist had opted for a combination of the two.

He obtains an exponential function for his data, which he says he doesn’t like. He reruns the programme, asking for a linear function, which he finds to be “not much worse” (than the exponential one). The idea, he says, is to get one type of equation, and eventually one size Beta coefficient for all runs of the problem, because it would be totally confusing to have different functions in every single case.

From observing the scientist, we might also conclude that the goal must have been to get a linear function. In order to reach a decision, the original task of the programme was to select a function translated into the selection between one of two forms of the statistical fit of the curves. In a stepwise procedure, the scientist added translations into other criteria, such as uniformity over comparable data and linearity. He eventually chose the latter because it offered greater ease of interpretation and presentation.

Callon has recently illustrated how the relationship between supply and demand in regard to information can be seen as a symbolic operation of translation (Serres, 1974) which transforms one particular definition of a problem into another particular statement of a problem. For example, the problem of reducing urban smog may be translated into the problem of reducing the amount of lead in petrol, or of transforming the affected area into a pedestrian zone. This implies that the solution of problem A requires the solution of problem B, into which A has been translated. In the present case, this kind of translation is seen as an inherent feature of decision-making, or—to
borrow an expression from Luhmann—of selectivity in general.\textsuperscript{24} It allows us to see scientific products as internally constructed, not only with respect to the composite laboratory selections which give rise to the product, but also with respect to the translations incorporated within those selections.

In other words, the scientific product can be seen as structured in terms of \textit{several orders or levels of selectivity}. This complexity of scientific constructions with regard to the selections they incorporate is interesting in its own right because it does seem to suggest that scientific products are unlikely to be reproduced in the same way under different circumstances. If a scientific product is characterised by several levels of selection (or constellations of selections), it seems highly improbable that the process could be repeated, unless most of the selections are either fixed or made in a similar fashion.

Given that scientists working on a problem are related through communication, competition and cooperation, and often share similar educations, instruments and interest structures, the latter situation is not really unusual.\textsuperscript{25} But this translation of selections not only points to scientific products as complex constructions incorporating layers of selectivity, but also (as we shall see in Chapter 4) provides the threads with which laboratory selections and the products they compose are woven into the relevant contexts of research.

In order to reach some form of closure, selections are translated into other selections. To break up that closure, the selections can be challenged on their own grounds. Selections can be called into question precisely because they are selections: that is, precisely because they involve the possibility of alternative selections. If scientific objects are selectively carved from reality, they can be deconstructed by challenging the selections they incorporate. If scientific facts are fabricated in the sense that they are derived from decisions, they can be defabricated by imposing alternative decisions. In scientific enquiry, the selectivity of the selections incorporated into previous scientific work is itself a \textit{topic} for further scientific investigation. At the same time, the selections of previous work constitute a \textit{resource} which enables scientific enquiry to proceed: they supply the tools, methods, and interpretations upon which a scientist may draw in the process of her own research.

The "artificial" character of the scientist's most important tool, the laboratory, lies in the fact that it is nothing more than a local accumulation of materialisations from previous selections. The selections of previous investigations also affect subsequent selections by modalising the conditions of further decision-making. Thus, the products of science are not only decision-impregnated, they are also decision-impregnating, in the sense that they point to new problems and predispose their solutions.

Briefly, then, a scientist's work consists of realising selectivity instituted by previous selections, and one which is essentially overdetermined. In more economic terms, we could say that scientific work requires the re-investment of previous work in a cycle in which the selections generated by scientific work and their material equivalents are themselves the content and the capital of the work. What is reproduced in this cycle is selectivity \textit{per se}. This form of auto-capitalisation in regard to selectivity appears as a precondition for the accumulation of scientific results. It can be multiplied by increasing the number of scientists and through increased financial resources. The conversion of scientific products into research money as described in recent economic models as discussed in Chapter 4 refers to this aspect. We can also say it refers to scientific productivity rather than to scientific production.
1.4 The Laboratory: Context of Discovery or Context of Validation?

To view scientific investigation as constructive rather than descriptive is to see scientific products as highly internally constructed in terms of the selectivity they incorporate. To study scientific investigation, then, is to study the process by which the respective selections are made. Does such a study simply shift the focus of analysis from the philosophers’ context of justification to that of the generation of ideas? Or from the sociologists’ realm of consensus formation to the origin of the discoveries about which an opinion is formed?

Unfortunately, such distinctions as that between discovery and validation tend to embarrass, rather than help, the social scientist who actually begins to look at scientific investigation. But why should this be the case? Are we not actually leaving the context of justification to study the process of scientific result fabrication when we enter a laboratory? Are we not justified in assuming that discovery and validation are separate processes, each independent of the other? The social scientist is embarrassed because the answer is no.

Let us begin with the philosopher’s contention that validation is in practice a process of rational consensus formation within the scientific community. Since the validators who form this community are presumably independent of the producers of knowledge, their critical judgement constitutes an objective basis of validation. However, if we look at the process of knowledge production in sufficient detail, it turns out that scientists constantly relate their decisions and selections to the expected response of specific members of this community of “validators”, or to the dictates of the journal in which they wish to publish. Decisions are based on what is “hot” and what is “out”, on what one “can” or “cannot” do, on whom they will come up against and with whom they will have to associate by making a specific point. In short, the discoveries of the laboratory are made, as part and parcel of their substance, with a view toward potential criticism or acceptance (as well as with respect to potential allies and enemies!).

At the same time, one finds that validations are made with an eye toward the genesis of the results being validated. Whether a proposed knowledge claim is judged plausible or implausible, interesting, unbelievable or nonsensical, may depend upon who proposed the result, where the work was done, and how it was accomplished. Scientists speak about the motives and interests which presumably gave rise to the “finding”, about the material resources available to those who did the research, and about “who stands behind” the results. They virtually identify the results (and we will come back to this soon) with the circumstances of their generation. Thus, it is the scientific community itself which lends crucial weight to the context of discovery in response to a knowledge claim.

On a more general level, we must recognise that both the producers and the evaluators of knowledge claims are, according to those who favour the distinction between discovery and validation, generally members of the same “community”. Thus, they are held to share a common stock of knowledge and procedures, and presumably common standards of evaluation, professional preferences, and ways of making a judgement. Furthermore, the validators of a knowledge claim are, at the same time, clients who potentially need a scientific result in order to promote their own investigations. We have already said that the selections of previous research become a resource for continuing scientific operations, as well as being a topic of problematisation in further research. So the validators of a knowledge claim are often the most “dangerous” competitors and antagonists a scientist
has in the struggle for credit and scientific authority.

What else does it mean when the head of a widely recognised research group says that his grant proposal has been rejected because “there are only two strong groups in the area, ourselves and MIT. So we get every one of their important proposals to review, and they get ours. Of course they don’t want me to go ahead, because money is scarce.” The point is that the producers and validators who share methods and approaches, the producers and clients who need each other’s services, and the competitors engaged in a struggle for credit or money cannot at the same time be assumed to be independent and, in that sense, objectively critical. Any separation between discovery and validation along these lines is not borne out if we look at scientific practice.

There is a second critique of the separation which should be made clear. We have heard that validation or acceptance, in practice, is seen as a process of consensus formation qualified as “rational” by some philosophers, and “social” by sociologists of science. But whether rational or social, the process appears to be one of opinion formation, and as such, located somewhere else than within scientific investigation itself. Hence, the usual classification of studies of investigation as enquiries into the context of discovery, with little or no concern for problems of validation, leading to the well-known thesis that studies of the production of knowledge in the laboratory are irrelevant to questions of acceptance.

But where do we find the process of validation, to any significant degree, if not in the laboratory itself? If not in the process of laboratory decision-making by which a previous result, a method or a proposed interpretation, comes to be preferred over others and incorporated into new results? What is the process of acceptance if not one of selective incorporation of previous results into the ongoing process of research production? To call it a process of opinion formation seems to provoke a host of erroneous connotations.

We do not as yet have science courts for official opinion formation with legislative power in the conduct of future research. To view consensus as the aggregate of individual scientific opinions is misleading, since (a) short of regular opinion polls we have no access to the predominant, general or average opinions of relevant scientists, and (b) it is a commonplace in sociology that opinions have a complex and largely unknown relationship to action. So even if we knew what scientists’ opinions were, we would not know which results would be consistently preferred in actual research. What we have, then, is not a process of opinion formation, but one in which certain results are solidified through continued incorporation into ongoing research. This means that the locus of solidification is the process of scientific investigation, or in the terms introduced earlier, the selections through which research results are constructed in the laboratory.

To be sure, scientists do express opinions about the results of others in a variety of contexts: lunchtime chats, discussions following a speech, or in regard to an article which someone has just read and found reason to comment on. But these opinions are arguments which depend on the context of articulation. They are not necessarily consistent within different contexts, nor do they always reflect the selections which will be made in the laboratory. It is these latter which, over time, will be transformed into the “confirmed facts” and the “technical achievements” attributed to a science. Consequently, it is the process of production and reproduction of research in the laboratory we must look at in order to study the very “context of justification”.
1.5 The Contextuality of Laboratory Construction

Let us dwell for a moment on the idea that to study the process of production of research in the laboratory is in fact to study part of the context of justification, or acceptance. The incorporation of an earlier result into the ongoing process of investigation is seen as a potential step toward solidification. The selection of an available method or interpretation extends its presence (for example, into one more publication) and prolongs its duration. It thereby increases the chances of its further selection and incorporation. An important question, then, is how these selections are made.

Let us first consider what the scientists themselves say when asked such a question. Much as in the case where one scientist evaluates another's work, we are referred to the specific situation in which the decision was made. When we ask, for example, why a particular instrument was chosen for a certain purpose, the response may range from "Because it's expensive and rare, and I want to get to know it", to "It's more economical in terms of energy"; from "John suggested it and showed me how to use it", to "It happened to be around, so it was the easiest thing to do"; from "What I had in mind didn't work, so I tried something new", to "They asked me to use this because it's just been bought and we have to show that we needed it"; from "It always works, according to my experience", to an astonished stare and the question, "Well, what else could you do?".

From the few examples above, it is obvious that these factors have different roots and different implications, that they rise from different points in the scientists' problematisation preceding a decision, and that they reside on different levels of generality. Taken together, they refer us to the varying situations which the scientists recall as grounds for their decisions. The existence of an energy crisis, or of the presence of a friend with a suggestion; a failure which triggers a variation in procedure, or a purchase which needs to be justified; a personal "experience" composed of the particulars of a scientific career, or official practice at a given point in time. It seems clear that we cannot hope to reduce these situations to a small number of criteria, much less a principle of rationality, which will allow us henceforth to predict a scientist's laboratory selections. Rather, we will have to take these selections as the product of the co-occurrence and interaction of factors whose impact and relevance they happen to constitute at a given time and place, i.e., of the circumstances within which the scientists operate.

Historians have long portrayed scientists' decisions as contingent upon the historical context in which they are situated, and some recent arguments in the philosophy of science also point in this direction. If we take the idea of contextual contingency one step further to suggest that acceptance is a form of environmental selection analogous to the model of biological evolution, we have a plausible alternative to the model of (rational) opinion formation. Like adaptation, acceptance can be seen as the result of contextual pressures which come to bear on the scientists' selections in the environmental niches provided by the laboratories. If such an interpretation is taken for granted in biological evolution, why is it not an equally plausible characterisation of the process of selective "survival" of scientific results? It certainly has the advantage of specifying as potentially relevant the larger social context in which science is embedded and of which the scientists' decisions form a part.
But it also has a disadvantage. If we cannot name, once and for all, the criteria according to which scientific results are chosen or eliminated, we are unable to say which selections scientists are most likely to make. If the context of selection varies over time and place and as a function of previous selection, the rationale for scientific selections will likewise vary. If we add to these variable contexts the chance interactions of circumstantial variables from which selections crystallise, we cannot hope to arrive at generally valid observations about these crystallisations. In short, we are left with the somewhat disheartening picture of an indeterminate contextual variation and a social scientist who cannot provide any definite specification of it. Consequently, those who have advocated this direction in the recent past have been accused of handing science over to the reign of irrationality, and ruling out the idea of directed or progressive scientific change.

1.6 Contextual Contingency as a Principle of Change

Perhaps surprisingly, this indeterminacy need not have such disquieting implications for the social scientist, let alone implications of irrationality in regard to the selections of science. Recent developments in the theory of self-regulating systems (as well as in thermodynamics) suggest the opposite interpretation—that is, that such indeterminacy is a necessary prerequisite for progressive, organised adaptation, and thus for survival and reconstructive change. In other words, the effect of indeterminacy is no longer viewed as purely disruptive as is the “noise” of information theory which prevents correct transmittance of a signal, the “errors” in the genetic code which prevent normal biological replication, or the “perturbations” in a thermodynamic system. Rather, it is seen as the 

sine qua non

for a progressive organisation of the system toward increasing complexity, in spite of local error or loss of information.

To expound this thesis, let us look at an example by Von Foerster as reinterpreted by Atlan. A certain number of cubes, some of whose surfaces have been magnetised positively and some negatively, is placed in a box which is then shaken. When the box is opened, the cubes are seen to be arranged in complex, stable geometric figures which seem to have been consciously devised by an artist. However, the shaking was nothing but chance intervention, unpredictable and independent of any preceding or future arrangement of the cubes. For anyone who did not know that the cubes were magnetic, they would seem to have organised themselves in response to a chance intervention which was itself disruptive, since it destroyed the original stable, orderly pattern of the cubes.

A somewhat different example—and one which points more clearly to the levels of organisation involved—is that of biological reproduction. We know that an “error” in the transcription of the genetic code is thought to be the cause of mutations. Yet this random event on the (strictly repetitive) genetic plane can benefit the species by creating a variation which is better adapted to changing environmental conditions than the original population. The species “reorganises” itself by integrating a random mutation which has disrupted the orderly pattern of straightforward reduplication.

In the language of communication theory (which is perhaps better suited to questions of social organisation), the issue can be reformulated following Atlan (1979: 47). Suppose we have a communicative link between two subsystems A and B within a certain system. If there is no error in a message transmitted from A to B, then B will be
an exact copy of A and the total information of both will be identical to that of A. If
the number of errors is such that the ambiguity is identical to the amount of
information A transmits, this information will be lost to such a degree that we cannot
even talk about transmittance. This means that the structure of B is completely
independent of that of A, and that the total information of both corresponds to that of
A plus that of B. To the degree that the system depends on the communicative link
between these subsystems, this total independence will amount to a destruction of the
global system. With regard to the amount of information of the global system, the
optimum is to have a non-zero transmission of information between A and B and a
certain amount of error in this transmission.\textsuperscript{38}

What does the claim that a certain amount of indeterminacy is constitutive for
progressive self-organisation suggest in the case of science? A minimal definition of
scientific development seen as directed change would assume that scientific knowledge
is progressively reconstructed knowledge based upon the integration or elimination of
earlier results, and that this reconstruction is a process of complexification.
Complexification here means that the system is able to construct and reconstruct itself
in new ways.

In common terminology, there are two correlates of this process. On the one hand,
there is the ability of science to construct “new” information; that is, to produce
“innovation.” On the other hand, science is apparently increasingly able to construct
and reconstruct itself in response to problem challenges by providing solutions to the
problem,\textsuperscript{39} which, I suppose, is what we mean when we talk about the success of
science. Both abilities are aspects of the process of complexification, which in
Shannon's sense corresponds to an increase of information.\textsuperscript{40} But, as we have seen,
without indeterminacy there could be no such increase of information. This
indeterminacy seems to be nothing more than the degrees of freedom utilised by the
system for a problem-absorbing reconstruction of itself. It becomes manifest in the
observer’s inability to specify in detail a small set of criteria or a principle of rationality
according to which this reconstruction proceeds.

How does the idea of such a complexity-increasing reconstruction relate to the
notion of contextual selection emphasised earlier in this section? System theory cannot
conceive of self-organising systems, without assuming an environment to which a
system responds.\textsuperscript{41} Deprived of this notion of context, the argument introduced here
makes no sense. It is the context which orients, through the selections it promotes, the
process of reconstruction and development. We have introduced the notion of context
here to refer to the fabric of situated variables on which the scientists base their
decisions. These variables appear as the constraints upon which the scientists hold their
selections to be contingent, and as the constraints they impose through decision-
translations in order to reach closure in an essentially open and expanding sequence of
events. Without indeterminacy with respect to these constraints, there would be no
problem of closure. And, it seems, without indeterminacy there would be no new
constellations of selections.

1.7 The Constructivist Interpretation III: Innovation and Selection

I have drawn upon the analogies of systems theory and biological evolution to argue
that the constructivist interpretation of scientific enquiry can be plausibly extended
into a contextual model of scientific change in which indeterminacy (or contextual contingency and openness of selections) does not run counter to the idea of scientific success. Let us now examine the negative side of those analogies.

The idea of laboratory selections was introduced here as the link between what is normally separated into the process of acceptance and the process of investigation. I have defined investigation as constructive in order to emphasise the selectivity embodied in scientific results. But the notion of constructiveness not only points to the "decision-laden" fabrication of scientific products, but also alludes to the products of fabrication as purposefully "new" products. We have said that the selectivity of selections is itself instituted in scientific investigation. Previous scientific selections become a resource for further selections, and thus give rise to both a selective solidification and a diversification of scientific products. In biological evolution, the origin of diversification is clearly identified as a mutation. The first difficulty we face, then, is to find the equivalent of such mutations in the process of scientific construction and reconstruction.

Toulmin's model of scientific change is the closest application of the analogy of biological evolution to the process of knowledge production of which I am aware, and he asks us to take it as a literal description.42 According to Toulmin, at any given time we have a pool of scientific innovations and an ongoing process of natural selection among those innovations. The former rests with the creative individual scientist, the latter with the community of experts who judge the innovations.43 Mutations are the variants produced by individual innovation, and their number depends on the degree of freedom of design at a particular time. The decisive factor in biological mutations is that they produce chance variations. With Toulmin, the element of chance is located in the freedom and creativity of the individual scientist.

It is precisely this location of chance which creates a major problem when the biological model is carried over to scientific (or, more generally, to societal) development. In Toulmin's adaptation of the model, special parts of this development—the individual and innovation—are carved out and given over to chance operations. Left unaffected by chance are the actions of the scientific group and the process of selection of innovation. Of course we recognise in this separation the classic distinction between discovery and validation. What is highly questionable is the rationale for such a separation. Why should the individual suffer (or profit) from chance while the group does not? Or why is the selection of innovation a process which makes sense and has direction while innovation itself is not?

Moreover, what do we count as innovation? In Toulmin's model, the published but not yet accepted products of scientific work constitute the pool of variations.44 As we have seen, however, these products are themselves the result of a complex process of selection in the laboratory. More specifically, they are the result of a directional process oriented toward the production of the new, or of innovation. This is obviously implied when we say that the diversification of scientific products (or the selectivity of selections) is itself instituted in scientific investigation. From the point of view of the individual scientist as well, innovations are the result of intentional, directed work, and not merely chance happenings. It is the scientists' knowledge of what is a problem and what counts as a solution, educated guesses about where to look and what to ignore, and highly selective, expectation-based tinkering with the material that guides them toward an "innovative" result.
Once a result has been obtained, the careful selection of a publisher (and therefore, an audience), as well as various marketing strategies, can turn a laboratory product into something which may be widely accepted as "new". Nor should we forget that, to a great degree, scientists select areas of work which have not been covered by previous research; thus, their results are almost guaranteed to pass as new. Moreover, scientists constantly strive to secure personal access to resources which are not readily available to others (e.g., highly expensive or otherwise scarce technical instruments), thereby improving their own chances for being "first" with an innovation. In short, there is nothing non-directional or purely random about the individual scientist's efforts toward innovation.

One consequence of the directed and constructed character of scientific "mutations" is that the scientist's socially defined being can be seen as the result of a process of individuation which consists of the identification of a person with the differential particularities of the work associated with the person's name. Such identifications appear to suppose that a person is somehow more responsible for the products she produces than would be a random generation mechanism.

A second consequence is the relation between the production of the new and the selection of the previously available; that is, between innovation and acceptance. We have already said that, to a significant degree, the locus of selection is the laboratory itself. In the terms used above, it is part of the process of innovation; and we know that, to a significant degree, it draws upon the resource of previous scientific selections. It is tempting to interpret this literally and suggest that the process of "natural selection" in the laboratory will favour those previous results which aid in the production of relevant "mutations", and at the same time further the scientist's interest in individuation. In this way, the solidification of previous results through continued laboratory selections can be seen as leading at the same time to an accelerated diversification of scientific knowledge. Note that the reference to the resource-character of selections within this accelerated diversification yields a purely formal specification: it says nothing about the substantial properties or degree of usefulness of the results. The substantial translations from which selections emerge will depend upon the context in which they are taken. In this sense, "natural selection" becomes contextual reconstruction.

Apart from the purposive, directed character of scientific "mutations" and their consequences (which point more to Lamarck than to Darwin), one other aspect of the present conception of research calls such analogies into question: for here, the selections of the laboratory are not linked to individual decision-making, but seen as the outcome of social interaction and negotiation. Consequently, we must reject such equations as that between the individual and innovation on one hand, and between the social group and validation on the other. In a trivial sense, we know that most laboratory work in the natural and technological sciences is conducted by groups and not by individuals. The far less trivial implication is that both the products (including those considered innovative) and the "ideas" of the laboratory are social occurrences which emerge from interaction and negotiation with others, as we shall illustrate in Chapter 2.

Consider now the individual scientists' laboratory manipulations. What they read are the results or proposals of others; what they hold in their hands are the crystallised products of previous scientific and non-scientific work; and what they obtain from
measurement are figures and graphs that are only meaningful within a specific context of communication. In the case of controversy, what the scientist constructs from these activities is an argument to be inserted into a field of discursive interaction with others. More generally speaking, scientific operations can only be conducted and only make sense within a discourse whose crystallisation is found in the scriptures (the authoritative writings) of an area, but which is also constituted by the exegeses and symbolic manipulations in the laboratory.

It need not be emphasised here that science has often been tied to the possibility of a special form of discourse, i.e. written communication. For example, Husserl considered writing to be the condition for the possibility of ideal objects, and therefore of scientific concepts. Peirce argues that manifestation does not reveal the presence of an object, but the presence of a sign, and reduces the logic of science to semiotics. Derrida reminds us that the very idea of science was born in a certain epoch of writing. Latour and Woolgar have recently illustrated the importance of writing in the laboratory, and the sociology of science has long focused on specific aspects of the scientists’ written communication.

To say that without writing (in Derrida’s wide sense of the word), science could not continue to exist is a commonplace. But the point here is that, first and foremost, the communicative foundation of science constitutes the scientists’ operations as a form of discursive interaction directed at and sustained by the arguments of others. In fact, the indeterminacy which the analogy of biological evolution seeks to locate in the individual origin of innovation is rooted in the interpretative basis and the social dynamics of such interaction. This social and symbolic foundation becomes most visible in the concrete negotiations of the laboratory, in the bargaining which marks the highly selective construction and deconstruction of scientific findings and leads to the continuous reconstruction of knowledge.

The point is that the social character of such discursive interaction cannot be limited to some separate context of acceptance through group consensus formation, nor can indeterminacy be isolated in individualised innovation. Innovation and acceptance are temporary stabilisations within a process of reconstruction of knowledge that is at base a social process. The origin of indeterminacy lies within the social, with its symbolic and interactional qualities, and not, as Toulmin appears to suggest, outside. The decisions which mark scientific products are locally achieved closures of this indeterminacy. It is within their social location that scientific facts can be seen as selectively constructed and reconstructed.

1.8 Sources of Reconstruction: The Internal and the External

The lack of any simple equivalent to chance mutations throws up an analogical stumbling-block when we consider scientific development as a process of reconstruction of knowledge. The distinction between system and environment also raises difficulties when we consider the rationale for such a progressive reconstruction. For systems theory, progressive reconstruction (or an increase in complexity) is the system’s response to a hypercomplex environment to which it adapts by increasing its own degree of complexity. More specifically, the internal reconstruction of a system results from a difference in complexity between system and environment.

But in scientific investigation, the accelerated reconstruction of scientific products is
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The issue of work—it is endogenous to scientific production. As we have seen, it results from the purposive and directional effort of scientists oriented toward the production of new information as defined relative to discursive problematisations. Where, then, do we locate the environmental challenge we need?

Systems theorists would probably choose to see science as a subsystem of society specifically designed and “differentiated” (in Luhmann’s sense) to solve the problems of complexity in some more global system, say an industrialising society. Science, in this view, becomes the instance of modern society in which a certain kind of complexification (technological?) is institutionalised, in which complexification is manufactured for modern society, with the social sciences perhaps specialising in human organisation. The reconstruction and diversification of scientific knowledge becomes a system goal to be distinguished from questions of adaptation. However, if the reconstruction of interest here is endogenous to the solution, the role of the environment with respect to this reconstruction becomes obscure.

The difficulty remains even if we switch from the notion of environmental adaptation to that of environmental selection, as required by the biological analogy. In Toulmin’s model, the distinction between system and environment seems to correspond to the distinction between the “internal” world of science and the “external” affairs of a wider social context. Yet the logic of events is reversed: we do not get, first, a science-internal production of variants (innovations), and then a societal selection of those variants most well adapted to the social context. According to Toulmin, the production of innovations is influenced by external factors through various channels, whereas their selective survival is regulated by the internal decisions of the scientific community (at least under normal and ideal conditions).

It is absurd, of course, to assume an opposite division of labour in which innovations are internally produced by scientists and externally selected by the non-scientific members of a society. Yet it is not clear why the former distinction, in which selective power is limited to scientists while external influences are limited to the process of research production, should necessarily be more compelling—if for no other reason than that the locus of selection is itself in the laboratory where it cannot be separated from the process of production. Thus, factors which influence the production of new information will also influence the selective solidification of previous information from which the new, to a significant degree, is derived. If the model of an evolutionary development of science emphasises (correctly, I think) that the content of a pool of cognitive variants at a given point in science is the product of “internal” and “external” factors, it cannot claim simultaneously that the selection of these variants—which largely occurs during the production of the variants themselves—is an exclusively “internal” matter.

The idea of environmental adaptation, and the distinction between system and environment it presupposes, create difficulties within the system theory analogy of science because complexification appears less as a response of the system to an external context than as a constitutive characteristic of scientific work itself. In the evolutionary analogy, the idea of environmental selection—and the separation it creates between the process of production and the process of selective survival of innovations—brings about difficulties because production and selective survival are hopelessly intermingled in the laboratory; consequently, each must be affected by the model’s “internal” factors as well as by the environmental (or “external”) ones.

endogenous
Apart from these specific problems, we must deal with the more general fact that, unlike organisms, social systems do not have clearly defined boundaries with regard to some social environment of the system.\textsuperscript{54} Social studies of science have long suffered from this difficulty, as demonstrated by the varying use of the internal/external dichotomy in analogy to a system/environment distinction. As noted by Kuhn, the distinction has been "lived with rather than studied",\textsuperscript{55} and occasional controversies over the meaning of the distinction make it clear that different authors have lived with it in very different ways.\textsuperscript{56} System theory makes a partial recognition of the difficulty by emphasising that boundary maintenance itself is at stake in social systems.

The fights among professional interest groups for legally sanctioned boundaries to define their professional authority and set conditions of access to the profession immediately come to mind as an example of such boundary regulating endeavours. Along with individual scientists' everyday distinctions between "we" and "they", or between matters of "science" and matters of something else, there are degrees of freedom involved in these disputes, just as there are in the social scientist's various re-generations of the distinction. Yet I see no reason to assume \textit{a priori} that the degrees of freedom between one disciplinary speciality and another are necessarily less than the degrees of freedom between scientists who work in a field and non-scientists who represent a social (or political, or economic) interest in the field. Indeed, if we counted their respective interactions and communications, and if we considered the interests invoked in laboratory selections, we would most likely get the opposite impression.

Degrees of freedom as manifest in perceived borderlines are seen here as a function of the self-organising process itself. They interest us only with respect to the selections of the laboratory, leading (in Chapter 4) to the notion of transscientific—rather than scientific—fields. Putting aside the distinction between an internal scientific system and an external social environment (or between an environment-influenced process of production and an internal scientific process of selection), we shall consider the undifferentiated context from which the constructions of the laboratory emerge. Rather than seek the origin of indeterminacy in the individual and that of directional change in the decisions of the social group, we shall place the root of indeterminacy within the social context with its symbolic and interactional quality, and leave the origin of purposeful and directional behaviour with the individual to whom it belongs.\textsuperscript{57} We will see the symbolic and the interactional manifest themselves in the selections of the laboratory, which marks the process of scientific investigation as constructive rather than descriptive.

The decision-translations through which the selections of the laboratory are produced refer us to the context in which they are embedded. The selective interpretations of the laboratory are situationally and contextually contingent. In this way, the process of "natural selection" can be reconceived as one of contextual reconstruction in which the internal and the external are \textit{not} analytically separated. In the chapters which follow, I shall attempt to establish the symbolic, contextually contingent and constructive character of the scientific manufacture of knowledge I have introduced here. The analogies of neo-systems theory and biological evolution have given us a plausible argument for a contextual interpretation of scientific change and for the role which indeterminacy plays in the process. In so far as these analogies tend to lead us into the trap of predetermined distinctions that prove inadequate to the actual analysis of scientific practice, my recourse to them is at best half-hearted.
1.9 Sensitive and Frigid Methodologies

It is time to return now to the second implication of the epigraph to this chapter. "Facts are like cows" Dorothy Sayers tells us: they generally run away if we look them in the face hard enough. The methodological point here is that we have to look hard, and we have to adopt an approach which gets us close enough to the phenomena to allow us a glimpse of their true character. Let us call such an approach a sensitive methodology. To show how it differs from its more frigid alternatives, let me sketch several distinctive features of the sensitivity I have in mind:

1. First of all, it requires a methodological engagement rather than detachment; contact rather than distance; interest rather than disinterest; methodological intersubjectivity rather than neutrality. The most prevalent techniques of data collection in sociology and psychology tend to proceed like a motor-car with a disengaged clutch—that is, without a necessary point of contact between the measuring instrument and the object of examination. As a result, the engine may operate at high speed, but there is no motion in the vehicle itself.

Complaints about the validity of common social science data have been lodged not only by the critics of their ruling methodologies, but also by their proponents. By methodologically keeping the clutch in, the observer remains safely out of touch with the subject, no matter how the gears themselves are manipulated. In such a case, the question of sensitivity cannot even arise.

Of course, such disengagement is part of a deliberate strategy of non-interference presumably designed to guarantee the very neutrality we have been talking about. But this neutrality is built upon the questionable assumptions that the meaning of utterances can be taken at face value among speakers of a language, that they do not depend on the pragmatics of concrete situations, that there is no temporality of meaning, and that the observer can reach, preserve and transmit an understanding from a distance as well as from a perspective close at hand. In short, it assumes that intersubjectivity can be safely presupposed and need not be worked at through concrete interaction.

Yet virtually every close inspection of various segments of our social world shows that intersubjectivity is not merely a problem for the anthropologist who goes off to study a foreign culture, but for the everyday interactions of everyday life as well. It is an emergent and continually accomplished property of all communication. As a result, the first requirement of a sensitive sociological approach is the achievement of an intersubjectivity which does not as yet exist. Given the emergent and achieved nature of such intersubjectivity, we cannot save ourselves the trouble of direct, unmediated and prolonged confrontation of the situation under study. If we are interested in the production and reproduction of scientific facts (which, as Whitley has so aptly noted, is still a black box to social studies of science), we may be well advised to seek intersubjectivity by letting out the methodological clutch—that is, by the use of close observation at the site of production.

2. Can we say, then, that a more sensitive sociology is to be found in a return to the anthropological method of participant observation? The history of anthropology itself involves progressive attempts to establish the intersubjectivity at the core of the ethnographic encounter, beginning with the armchair anthropologists of the
19th century (who relied mainly on travel reports from others), leading to the in¬
sistence (by Malinowski and others in the early 20th century) on direct
ethnographic observation and, most recently, to the criticisms levelled against
ethnographic reporting by ethnoscience.

The ethnoscientists argued that ethnographers ought not (as had been their prac¬
tice, and to some extent, still is) describe a culture (solely) according to their own
preconceived categories, but should investigate the ways in which people construe
the world of their experience, and then describe it in categories inherent to those
structurings. The critique is interesting because it shows that up to this time an¬
thropology either had not achieved the intersubjectivity it sought to establish
through direct participant observation, or had not been able to preserve it through
ethnographic reporting, or both.

We can conclude, then, that it has not been enough to place the social scientist in
the field of investigation to study it “from within”; that is, to engage in a kind of
methodological relativism (as opposed to objectivism) which gives maximum con¬
trol over the information obtained to the subjects under study rather than to the
scientist. Consequently, ethnoscience has tried to “decentre” or translate as
many of its categories as it can into those of the actor, developing a series of techni¬
ques designed to elicit and represent the actors’ knowledge. Sociological
ethnomethodology has taken a similar path by decentring its language and in¬
terests, and even refusing certain common sociological objectivist concepts and
concerns. These have been replaced by an interest in everyday practices, expressed
in terms invented or modified to match their everyday features.

The procedures of ethnoscience (and, to a lesser degree, ethnomethodology) give
us a clue as to why it is not enough to substitute a qualitative, in-depth procedure
for a more macroscopic approach in order to allow the field of study to exert the
desired constraints on the information obtained. The problem of a sensitive
methodology is not simply to get the observer to better “understand” the field of
study, in the sense emphasised by hermeneutics or phenomenology, but also to
control the conceptual constitution given to this understanding in representing or
transmitting the constraints.

In other words, the problem to which I have referred by invoking a
methodological relativism is not just to understand, but to let speak. The
ethnographic reports criticised by ethnoscience were not necessarily marked by a
lack of understanding, but by a failure to give voice to that about which a story was
told. To make good this failure, ethnoscience has engaged in a form of systematis¬
ed lexicography, and ethnomethodology has taken some steps toward developing
a subject-relative speech of its own designed to capture the voice of that about
which is speaks.

The case-study approach in sociology has virtually ignored these problems. But
the difficulty may lie in the fact that it is not interested in lexicography and may re¬
sent the illocutionary and perlocutionary consequences of subject-centred
speech. A relatively simple move with significant results is the attempt to record
the phenomena of investigation with greater precision through the use of optical
and acoustic instruments. Clearly, only the sort of pre-summarisation material
provided by tape- and video-recorders can be subjected to the level of micro¬
process-analysis one would want to accompany a sensitive methodology.
However, while this material has the advantage of not being summarised, it is not unconstructed: the techniques of transcription and categorisation of non-verbal behaviour, the partial recording obtained by a camera, or the change in behaviour provoked by the presence of a recorder all point to the selectivity incorporated in such material. As in the case of scientific products, the results of social science have to be seen as selectively constructed. The point of a sensitive sociology is not to remedy constructivity, but—to borrow the term introduced above—to decentre constructivity such that it becomes an intersubjective endeavour. That we must go to extreme lengths to allow the field of study to actually exert the desired constraints on the information construed is demonstrated by the development of anthropology, which long ago denounced societal ethnocentrism, only to find itself continuously engaged in its own professional ethnocentrism.

3. Methodological engagement was seen as the first prerequisite of the sensitive sociology I have in mind. Methodological relativism decentres that sociology so that it approaches an ethnography similar to the anthropologists' respective enterprise. The third distinctive feature to be specified here is methodological interactionism, which guarantees that this ethnography remains interested in the practice, rather than the cognition, of its subjects. It is also distinctively different from the methodological individualism and wholism which has divided sociology up to now.

Methodological individualism has been variously described as a doctrine which holds that social (and individual) phenomena are explicable in terms of human action, and that an explication of human action must revert to individuals because only they set responsible, intentional action. In different disguises, such individualism appears in many sociological methods and theories. Its long-standing antagonist has been a wholism which contends that society as a whole is greater than a collection of individuals, and that society both affects and constrains individual behaviour. Our commitment to a sensitive methodology compels us, at least temporarily, to go beyond aggregate data and summary descriptions of social phenomena. However, it does not commit us to taking the individual as a natural unit of analysis.

In fact, I have argued against the individualism found in the evolutionary model of scientific innovation, and in favour of viewing innovation as the product of context and interaction. Microsociological research has pointed to the emergent (temporal), actor-bound and setting-bound properties of human action. If the actions of an individual depend on who else is present and on how the dynamics of their interaction develop, it is obviously not enough to consider individuals and their intentions.

The point stressed earlier was that the dynamics of interaction between individuals contain an element of indeterminacy in the sense that the course of the interchange cannot be deduced from knowledge of the individual actors' intentions or interests. The point to be stressed here is that a sensitive methodology cannot ignore the existence of such dynamics, or of the temporal, actor-bound and setting-bound character of human action. It is clear that our units of observation and explication must allow the temporal, contextual and interactional features of action to emerge. Thus, the focus can no more be upon individuals than upon society at large. Methodological interactionism considers interaction to be a more adequate
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form of explication, and the one from which the contextual and temporal features of action arise.69

1.10 From the Question Why to the Question How

Methodological reorientations are usually accompanied by problem shifts and displacements of the goals of investigation. Having turned their back on the more frigid tools of social investigation in order to move toward a sensitive sociology, some microsociological approaches have also eschewed various established questions of the social sciences. On the most general level, they seem less interested in the question of ‘why’, than in the less conspicuous notion of ‘how’. For example, cognitive sociology is less interested in why social order exists than in how the members of a group acquire the sense that it exists. The symbolic interactionist cares less about why the members of a group invoke certain meaning-frames than about how they negotiate and monitor a definition of the situation. The ethnomethodologist seeks not to explain, but to learn how we proceed when we convince ourselves to have something explained in everyday life.70

We may argue that explanation is needed to understand a social phenomenon and arrive at practically relevant conclusions, but some of the above approaches are not interested in practical conclusions. Others might contend that answers to the how are often a prerequisite for sensible answers to the why. If we know, for example, how the child acquires a sense of social order, we may already have learned something about why a social order ‘exists’.71

Furthermore, the thesis which proclaims a symmetry between explanation and prediction (in the sense that practical conclusions depend on preceding explanations) is more uncertain than ever among those who investigate such questions.72 Practical experience has demonstrated that the gap between predictions derived from social explanations and actual courses of action is as yet unbridged.73 On the other hand, how people do social things is of immediate practical interest: by exploring customary lines of action, it proves crucial to social learning, and by opening up new lines of action, it proves crucial to social change.

To ask ‘how’ often requires that we take the radically naïve stance promoted by Lofland and turn the obvious into the problematic.74 In fact, it is exactly this stance which Dorothy Sayers has challenged us to take. The question of how scientists produce and reproduce their knowledge in the laboratory is the major interest of this book, and has already been extensively introduced under the guise of my remarks on the constructivity and contextuality of the scientific enterprise. ‘‘How’’ is the first question that an ethnography of knowledge as advocated here will have to face.

The methods I have outlined in Section 9 represent a first step toward the sensitivity necessary to answer the question, and the present study is one of the first to make this attempt with regard to the production of knowledge.75 The reader should be forewarned that it will manifest all the insufficiencies inherent in the partisan character of such studies.

1.11 The Scientist as a Practical Reasoner

From what we have said earlier, it is clear that the question of how scientists produce and reproduce their knowledge refers us to the site of scientific action. It prompts us to
ook (and as closely as possible) at the process of manufacture of knowledge on the
spot. In other words, we must dismiss the battery of intermediary tools normally used
to negotiate with social reality, and immerse ourselves directly in the stream of sci-
entific action.

Strictly speaking, it is not really scientific action we have to confront in direct obser-
vation, but the savage meaning on ongoing events for and by the scientists. To get at
this meaning, we must rely on talk. Without it, not even prolonged visits to the
laboratory and training in the discipline at stake will make the rationale behind
laboratory moves apparent. As I have said before, scientists operate in a space that is
essentially overdetermined. The major task of the laboratory is to rule out possibilities,
manipulate the balance of choices so that one becomes more attractive than the others,
and to up- or downgrade variables with respect to alternatives.

An understanding of these processes cannot be gained from observation alone. We
must also listen to the talk about what happens, the asides and the curses, the mutter-
nings of exasperation, the questions they ask each other, the formal discussions and lunch-
time chats. We must read the laboratory protocol books and rely on answers supplied
by the scientists. For the scientist, the savage meaning of things is contained in their
laboratory reasoning; and the talk which centres around this reasoning must be our
major source of information.

The closest we can get to a description of the formal features of this reasoning is to
draw upon Alfred Schutz’ conceptual clarification, found in Garfinkel’s work on the
rational properties of (symbolic) action. However, it would be misleading to take this
clarification at face value, because it presupposes a difference between scientific and
everyday reasoning which I do not accept. Garfinkel suggests that there are in fact two
kinds of rationalities: those which occur as “stable properties and sanctionable ideals”
of scientific action alone, and those which occur in everyday life. The former are con-
sidered detrimental to the stable flow of everyday practical action.

The five rules of interpretive procedure which characterise scientific reasoning are
constituted in contrast to everyday reasoning. The rule of unlimited doubt, for exam-
ple, guarantees that scientists will not limit their scepticism by the kind of “practical
considerations” which govern everyday practice. The rule of “knowing nothing” allows
scientists to suspend their own knowledge in order “to see where it leads”, while testing
in everyday life proceeds on the basis of what can be taken for granted. Scientific prob-
lems are solved by reference to a rule of standard time, while everyday interactions are
paced in accord with reified time slices that have a beginning, duration, and end. A rule
of universalised others offers the scientist a chance to trust the findings of colleagues,
while practical action supposedly gains credence from the natural facts of life. Finally,
a rule of publicisability assures that all matters relevant to scientific depictions of pos-
sible worlds are made public, whereas everyday situations are conceived against a
background of private motives and interests.

Except for the principle of standard time, these rules are surprisingly similar to the
norms of organised scepticism, disinterestedness and communism that Merton once
postulated for science—and are subject to the same kind of criticism. More relevant
than this attempt to identify the scientific ethic with a specific form of reasoning is Gar-
finkel’s summary of the unspecific properties of common sense rationalities, for these
are what we actually find in laboratory reasoning. Among these are a concern for mak-
ing things comparable, for a “good fit” between observation and interpretation, for
timing, predictability and correct procedures; a search for previously successful means, a conscious analysis of the alternatives and consequences of action; an interest in the planning of strategies; and an awareness of choices, as well as the grounds upon which these choices can be made.

But a complete characterisation of the formal properties of laboratory reasoning is not the point here. In fact, part of the thrust of this book is to demonstrate that there are no rationalities unique to laboratory action. The formal features of reasoning show the scientist to be a practical reasoner. Therefore, to examine the meanings which sustain the manufacture of knowledge in the laboratory is to look at the content of the scientists’ practical reasoning.

1.12 The Cognitive and the Practical Reasoner

The closest approach to a description of the practical concerns of scientific action can be found in the literature of the cognitive sociology of science. Ever since the debates which followed Kuhn’s theory of scientific revolution, social studies of science have emphasised that the cognitive (or technical, scientific) aspects of science must be included in its empirical investigation; to look simply at the social aspects of scientific organisation and communication has been considered insufficient. Scientific practice is marked by cognitive concerns, and we cannot hope to understand it without giving them due consideration.

The most influential line of research developed since is the study of speciality institutionalisation, whose cognitive components can be traced back to the paradigm-ingredients noted by Kuhn (1970). For example, Whitley (1975) states that these components consist of the research practices, techniques, explanatory models, speciality concerns and metaphysical values or beliefs which underly an area’s research activities. Weingart (1976) forms a hierarchy of relevant cognitive elements from conceptual schemes, artifact paradigms (or classical problem solutions), acknowledged scientific achievements, metaphysical paradigms and values.

Subsequent studies have tended to define their goals in accord with Whitley (1972), both in terms of how the social and cognitive components interact in the production of knowledge, and in the relationship between different forms of cognitive (scientific) knowledge and society. Until recently, the former question was dominant and led to a series of contemporary and historical studies of discipline or speciality formation.

What we have advocated here is a second line of research which has just begun to emerge, but which is equally interested in a more comprehensive study of science. It differs from the first by its choice of direct anthropological observation of scientists at work, making it somewhat akin to the microscopic studies of various aspects of scientific experimentation and argumentation advocated by Collins (1975) and Bloor (1976).

One consequence of the observational approach seems to be a reaffirmation of doubts about the usefulness of the social-cognitive dichotomy.

The dichotomy can be challenged on several grounds. First, as Bourdieu (1975a: 22 f.) has argued, scientific or cognitive strategies are also political strategies. Every scientific choice (whether a method or a place of publication) can be seen as an investment strategy objectively directed at a maximisation of scientific profits, i.e., an increase in social authority and recognition.

Second, as Bloor has noted, the distinction between social and scientific is used to
separate the bias, fraud or distortion arising out of social influences, from what is objective or true and has cognitive roots. And it is used in this way not only by investigators of science, but by scientists themselves, which implies that the social cognitive dichotomy must be considered first as a resource of strategic interaction.

Third, there is the problem of separating social and cognitive factors in a situation, such as the policy field, where many areas have been "scientised" (verwissenschaftlicht) by the hegemony of science (Küppers et al., 1978: 16). Before the mutual influence of social and cognitive variables can be determined, they must first be conceived of and measured independently.

Finally, Latour and Woolgar (1979: 32) have pointed out that the social/cognitive distinction prevents the social scientist from examining its role within scientific activities themselves. Furthermore, if some of these activities are prejudged as cognitive or technical matters, they may be spared any substantial, sociological investigation. While there is no necessary reason for this to happen, the actual practice of social studies of science seems to support the contention. For example, Weingart (1976: 51) has suggested that cognitive sociology of science has as yet to wait for a systematic (and presumably satisfactory) conceptualisation of the cognitive components of science.

But if it has not yet provided an adequate concept of the scientists' most substantial concerns, the cognitive sociology of science has stimulated the investigation of those concerns as part of the social study of science. Such urgings are taken to heart in the direct observation of the methods of producing and reproducing knowledge advocated here, for the focus is precisely on those activities of science called cognitive, and the methodical objective is to grasp them as closely and sensitively as possible.

Realising these goals renders the social/cognitive dichotomy obsolete. Distinctions between the cognitive and the social, the technical and the career-relevant, the scientific and the non-scientific are constantly blurred and redrawn in the laboratory. Furthermore, traffic between social and technical or scientific areas is itself a subject of scientific negotiation: today's socially produced knowledge claim may be tomorrow's technical scientific finding, and vice versa.

Non-scientific matters become "scientised", not merely in areas of policy, but within the laboratory as well. In order to realise our interest in the scientists' "cognitive" concerns (rather than their social relations), we must view actual laboratory activities indiscriminately. To grasp the meaning of those activities, we must engage ourselves in laboratory reasoning, which reveals the scientist to be a practical reasoner who refuses to be split into social and technical personalities. What emerges from this reasoning is the practices of knowledge production, and not some abstract social or cognitive ingredients. The question of how knowledge is produced and reproduced asks nothing more (and nothing less) than a theory of such practices.

1.13 Data and Presentation

A sensitive approach to the study of science, as I pointed out earlier, forces us to dismiss the methodological intermediaries generally used for collecting data. We must renounce the services of interviewers, questionnaires and statistical offices, and expose ourselves, through direct observation and participation, to the savage meaning of the scientists' laboratory action.

However, this is more easily said than done. Having despaired of the task for the
moment, Apostel et al. have pointed out that scientists are socially less accessible to
being investigated than prison inmates, factory workers, “primitive” cultures, or even
students, none of whom really has the resources for a defence against the social scien-
tist’s demands. And those demands are nothing less than unreasonable. Unlike the stu-
dent who may earn college credit, or the factory worker who may be paid for his time,
or the prisoner who has nothing but time, or the native who takes the time to enjoy a
diversion, scientists feel they have “no time” to lose. While this may be universally
true, the problem is particularly acute in the United States where career advancement
normally depends upon the number of publications and citations.

The social scientist, on the other hand, is an intruder in the laboratory, especially
when armed with what I call a sensitive methodology (which is not to be confused with
the “unobtrusive” measurement once proposed by Webb et al., 1966). To refrain from
asking questions is against the social scientist’s interests, as is refusing to listen to
telephone calls or personal conversations, or to check out test-results, or spy at group
meetings, or follow the scientists from one scene of action to another.

Consequently, the social scientist will often prove to be a source of embarrassment to
the subjects of his or her investigation, startling them by entering the room while they
brood over a paper or by looking over their shoulders as they take a measurement. An
unexpected question may cause them to mix up their recordings; unsolicited help may
end up confusing their samples. They may be forced to apologise to their unattended
colleagues for being “shadowed”. In short, the social scientist may be accused, as I
have been, of becoming a constant “pain in the neck”.

The presence of a talkative and ignorant social scientist in small offices and cramped
laboratories is somewhat different from that of an anthropologist living in a separate
tent in the open “field” of a native gathering place. The anthropologist will train and
eventually pay an informant, or associate with different groups and turn for help to
whomever is most willing, or even disappear when it seems appropriate, leaving the lit-
tle obscurities for some later date. But the social scientist in the laboratory needs to
keep track of the activities of one particular group. There is no shopping around for in-
sights wherever they are cheapest, because the process of events is an interest in itself.
To withdraw for substantial periods of time would mean forfeiting any records of what
happened, beyond an occasional recollection offered by the scientist.

The choice of the laboratory used in the present study was dictated by the opportu-
nity to be accepted as an intruder (no matter how talkative or ignorant); and the choice
of a group to trouble with my constant presence was determined by the willingness of
one scientist in particular to serve as my informant throughout the period of observa-
tion. The observations were conducted from October 1976 through October 1977 at a
government-financed research centre in Berkeley, California. In January 1977, the cen-
tre employed approximately 330 scientists and engineers (including technical and ser-
vice staff), and an additional 86 students, visiting scientists, temporary employees and
other collaborators.

The work of the centre was devoted to basic and applied research in chemical,
physical, microbiological, toxicological, engineering and economic areas, conducted
under the auspices of seventeen separate research units (the number of which has since
been reduced). Two of these units were devoted to chemistry, while others dealt in
plant biochemistry, plant phytochemistry, toxicology, microbiology, chemical
analysis, instrumental analysis, fibre science and food technology. Two units worked
in the field of food engineering, with the other six being orientated more toward general problems than specific disciplines. Several service groups (such as photographers and illustrators) were at the scientists’ disposal, as were the other, reportedly excellent, technical facilities. An internal study of staff productivity (as measured in terms of citation rates and total citations per staff member) was on a par with the average rate of productivity at several large universities. A well equipped research centre engaged in normal science done by a typical aggregation of scientists of whom some were highly recognised and many were not—that was the impression.

My observations focused on plant protein research, an area which turned out to include aspects of protein generation and recovery, purification, particle structure, texture, assessment of biological value, and applications in the area of human nutrition. Note that my observations were not focused on a specific group of individuals: although the scientists and technicians I watched belonged to the same research unit, the working “group” constantly varied in size and administrative composition. At times it reached out toward the facilities, services and cooperation of other research units, while at others it withdrew into itself, sometimes to a point where no more than one scientist, half a technician, and a rarely seen “senior member” actually did the work.

During my stay, the work was conducted in at least four different laboratories of the centre (not counting service laboratories involved in routine chemical analyses). Virtually every scientist at the centre had a small lab connected with the office, as well as access to several large facilities shared by members of a unit. Various lines of research were generally conducted simultaneously, and each scientist seemed to be engaged in a host of different projects. Keeping track of these various enterprises was as much a problem for the scientists as it was for me, and there was a lot of rushing back and forth between different facilities to keep an eye on instruments or technicians, and to remedy all sorts of experimental breakdowns.

In addition to observation, I collected the laboratory protocols, drafts of papers, and published results of the relevant research. I also conducted formal interviews with scientists from five other research units, covering a variety of scientific fields, on questions which arose from the observations. Only a small fraction of the material can be analysed here. The examples presented are derived from notes I took during and after the observations, from tape-recorded conversations and interviews, and from the written materials collected. Where appropriate, this information has been verified with the respective scientists (which often led to efforts as renegotiating what was “really” meant or what should or should not be included in a publication like this).

I have tried to stick, wherever possible, to a verbatim rendering of the scientists’ laboratory reasoning. But it would be absurd to claim that a participant-observer’s notes can provide a literal account of what happened. Where tape-recording is impractical or impossible (and a year’s observation cannot be put on tape), the observer’s notes are little more than hurried, incomplete sketches in which many words spoken in the laboratory are omitted and occasionally, some have been confused. Since it is often more useful to listen than scribble frantically in one’s book, the observer’s notes are best described as on-the-spot reconstructions of what happened, based on the words, interpretations and corrections that emerged from the immediate situation.

As I implied earlier, this procedure does not go very far toward the methodological relativism advocated for a sensitive ethnography of knowledge, even when it is
bolstered by abundant mechanical recording. Remember also that the most disturbing problem in any sensitive approach is not so much that of listening better or understanding more, but being able to let the situation speak. In other words, it is a problem of conserving meaning, and being able to reduce and present data in a way which remains faithful to the field of observation. Tape-recordings solve only the preliminary (yet nonetheless crucial) problem of conserving the source.

To avoid the need for excessive reconstruction, I have resisted the temptation to work part of the material into a case history of the research (although my notes do follow some lines of enquiry from the scientist's concept of a beginning to the temporary end in publication). Instead, I have selected and summarised examples from the laboratory to remind us of their source, which, as emphasised before, is the scientists' practical reasoning. Since we have taken this practical reasoning to be indicative of the decision-making process through which knowledge is constructed, various aspects of this reasoning can be used to illustrate different points about the "how" of scientific production.

I will first provide examples of the situationally contingent, circumstantial character of knowledge construction—an argument which displays the selections of the laboratory as contextual and the practice of science as local. Chapter 3 digresses into the analogical reasoning of the laboratory, which is linked less to innovation than to the orientation of the process of contextual selection. In Chapter 4, I argue that the contextual selections of the laboratory are also situated in a field of social relationships into which the scientists insert themselves. The chapter results in a critique of the established concept of scientific community as the unit of cognitive and social organisation in science, and of the quasi-economic models aligned with this conception. It proposes instead the idea of variable transscientific fields, and illustrates the relationships which traverse and sustain these fields as constituted by resource-relationships. In Chapter 5, we observe the transformation of the constructive operations of research as we move from the laboratory to the scientific paper—the single most acclaimed product of research. In other words, we will compare the savage reasoning of the laboratory with the tame (and yet interest-ridden) rhetoric through which the scientists turn their private laboratory constructions into public products. Based on what was said before, Chapter 6 will argue that we might have to reconsider a dichotomy which has become increasingly dear to us in recent years: the distinction between the two sciences, between the symbolic, decision-laden world of the humanities and social sciences, and the world of technology and nature.

Throughout the rest of the book, I shall talk about "science" and "technology" without any further qualification in the spirit of grounded theorising which proves so seductive to close observational studies. The well-disposed reader may want to remember that these observations have been conducted with a handful of scientists in one problem area at one research laboratory (the ill-disposed readers will recall this on their own). From time to time, I will attempt to exorcise "wrong" social studies of science, hoping to put the "right" ones in their place. I trust in the reader's indulgence in reflecting that it is often the exorcised with which we are most familiar, and from which we have learned most.
Notes


2 For an example of this position, see Sellars (1963). Critical discussions from differing perspectives (leading to different conclusions) can be found in Suppe (1978) and Habermas (1971): pp. 67 ff.

3 This is not a naive statement of the empirical realist's position, although it may sound like one. The naive position would hold that the picture which science gives us of the world is a true one. In contrast, the above statement emphasizes an epistemic attitude, rather than the correspondence of actual results. For a further discussion of this, see B. van Fraasen (1977): Ch. 2, pp. 2 ff. Suppe's formulation is that the results of scientific enquiry are generalised descriptions of reality which must be true in order for the theory to be adequate.


5 See also the definitions of the anti-realist position advanced by Lakatos in his criticism of Toulmin (1976).

6 For an exposition of Feyerabend's position, see his essays "Explanation, Reduction and Empiricism" (1962), and "Against Method" (1970). See also the more extensive discussion in Feyerabend (1975).

7 In this connection, Gouldner speaks of the "decontextualisation" upon which idealism thrives, and which Marx criticised by asking for a recovery of the class-character of social phenomena (1976: 44 ff.). See also Giddens' formulation, "if men make society, they do so not merely under conditions of their own choosing" (1976: 102, 126), used in his criticism of ethnomethodology for its tendency toward idealism.

8 In its extreme forms, scepticism implies a type of idealism. Suppe claims that none of the analysis of science which can be said to have scepticist consequences are necessarily committed to them. To affirm that the objects of observation exist and have properties independent of conceptualisation is consistent with their position. But the nature of the objects observed and the properties they are seen to possess are determined in part by the conceptual frame of the observer. cf. Suppe (1974: 192 ff.) The slogan "anything goes" is the trademark of Feyerabend's scepticism. He says that "the only principle that does not inhibit progress is that of anything goes" (1975: 10, 23 ff.).


11 For example, see the symposium edited by Suppe (1974) on the question of the meaning variance of observation sentences and its implications for the philosophy of science. The thesis relies primarily on the work of Bohm (1957), Hanson (1958), Kuhn (1962, 1970) and Feyerabend (e.g. 1962, 1970, 1975).

12 cf. the behavioural therapy proposed and illustrated by Watzlawick, Weakland and Fisch (1974).

13 The example is taken from van Fraasen (1977, Ch. 2: 45).

14 cf. Bhaskar (1978), particularly Ch. 2: 118 ff. for an exposition of this critique. By way of example, Bhaskar says that to predict the next eruption of Vesuvius would require a complete state-description of an open system which is multiply determined and controlled above and beyond the constraints imposed by the laws of physics and chemistry.

15 Bhaskar's argument is based on the transcendental question of what the world must be like for science to be possible. Briefly stated, Bhaskar argues from the nature of experimental activity, which he holds to be intelligible only if the experimenter is conceived of as a causal agent in a sequence of events, but not of the causal law which the sequence of events identifies. According to Bhaskar, this implies that there is an ontological distinction between scientific laws and patterns of events. See the summary of his position in Bhaskar (1978: 12 ff.).

16 Bhaskar (1978: 54). Bhaskar calls those things which exist independent of men, but of which we can have knowledge through experimental activity, the "intransitive objects of knowledge", in contrast to the "transitive objects" which constitute the raw material of science: the artificial, antecedent objects dealt with in scientific investigations, such as established facts and theories, models, methods and techniques. Apparently, the intransitive objects of knowledge can only be characterised by the same names as those of the transitive objects. For example, Bhaskar speaks of "the mechanism of natural selection" which "had been going on for millions of years" before Darwin. cf. Bhaskar (1978: 22). For an amusing fable on the matter of real objects, scientific objects, and popular objects see Latour (1980b).

17 Preliminary statements in regard to the interpretation of science as constructive rather than descriptive can be found in Knorr (1977; 1979a).

18 This has been pointed out to me by Bruno Latour.
19. For example, in his critique of Carnap's failure to translate physicalistic discourse into terms of sense experience, logic and set theory, Quine argues that it would be better to discover how science is in fact developed and learned; that is, "to settle for psychology" rather than "fabricate fictitious" rational reconstructions (1969: 78).

While Quine has consistently defended the rights of an "empirical epistemology", he never actually became the anthropological observer he envisioned in a mental experiment in his *Word and Object* (1960). Other philosophers of science like Toulmin (e.g. 1972) and Feyerabend (e.g. 1975), similarly disenchanted with what can be achieved by pure epistemology, were actually moved to study science historically and sociologically. Examples of more recent calls for an empirical epistemology—understood as an empirical investigation of the questions which traditionally occupy the philosophy of science—are Campbell (1977) and Apostel *et al.* (1979). Compare Böhme, van den Daele and Krohn (1977). Not surprisingly, there has been an increasing emphasis on close, observational studies—an "anthropology of knowledge"—rather than on empirical, macroscopic studies of science.

20. Most familiar, of course, from discussions of the epistemological and methodological state of the social sciences.

21. In 1907, the eminent physicist Joseph John Thomson said, "From the point of view of the physicist, a theory of matter is a policy rather than a creed; its object is to connect or coordinate apparently diverse phenomena, and above all to suggest, stimulate and direct experiment" (1907: 10). See also Bachelard (1934).

22. This is a paraphrase of Habermas (1971: 315), whose meaning differs somewhat from what is intended here.

23. See Callon (1975) and Callon, Courtial and Turner (1979) for a series of examples and for the sort of quantitative content analysis of problem networks they use. See also Callon (1980) for an English presentation of some of the material. The concept of translation is elaborated and discussed by Serres (1974).

24. For a comprehensive exposition of Luhmann's systems theory approach, see his *Soziologische Aufklärung* I and II (1971, 1975), parts of which have been translated into English and will be published by Columbia University Press (1981).

25. This explains the occurrence of simultaneous "discoveries" by scientists who in fact did not steal from one another. Note that scientific institutions and the familiar forms of social control in science can be seen as a comprehensive structure to assure that selections remain to a large degree fixed, and that the remainder are made in a similar, compatible and repeatable way. Note also that the descriptivist interpretation of enquiry can be taken to suggest that the constellations of selections which enter a scientifically produced finding are in all relevant respects constrained by nature itself.


27. See also D. Phillips (1974: 82 ff.). Phillips has pointed out that, as a consequence, we have to assume, in opposition to Mills and Merton, that the motives and social position of an enquirer are indeed relevant for the evaluation she gets from fellow scientists.

28. This scientist, a department head at a top university, implied that the reviewers even knew whose proposal they were reviewing. This is not surprising, even when names are eliminated from the proposal: the amount of money asked, the kind of research proposed, the resources (including instruments) mentioned, all suggest the source of a proposal in those highly specialised areas where it is a matter of survival for scientists to know very well "who" (in the widest sense of the word) is in the area.

29. Other areas relevant here are journals and publishers, or contexts in which decisions about the publication of results are made. Results which are not published or otherwise circulated effectively obviously have a much smaller chance to even enter the process of general validation.

30. It is tempting to quote Wittgenstein here: "So sagt Du also, dass die Übereinstimmung der Menschen entscheide, was richtig und was falsch ist?—Richtig und falsch ist, was Menschen sagen; und in der Sprache stimmen die Menschen überein. Dies ist keine Übereinstimmung der Meinungen, sondern der Lebensform." The English translation is: "So you are saying that human agreement decides what is true and what is false?—It is what human beings say that is true and false; and they agree in the *language* they use. That is not agreement in opinions, but in form of life." See paragraph 241 of the Philosophical Investigations as translated by G. E. M. Anscombe (1968).

31. I am referring here to Feyerabend's contention that the interpretations which scientists choose are relative to a cultural and historical context, and can only be understood if we look at these contexts. The thesis rules out the possibility of specifying a set of context-independent criteria according to which consensus formation proceeds. In contrast, Kuhn does not rule out the possibility of such criteria. See Feyerabend (1975) and Kuhn (1970), particularly the discussion in the postscript.
32. Note that Toulmin's model of scientific evolution (the closest adaptation of the biological model) goes to some length to avoid such consequences. First, as we shall see later, Toulmin restricts the idea of environmental selection to a form of scientific selection. Secondly, as Lakatos points out in his critique of Toulmin, he invokes a "Cunning of Reason" in history which somehow secures the final validity of the selections that have been made. For these and other reasons which will become clear later, Toulmin's model is not a contextual model as proposed here. cf. Toulmin (1972) and Lakatos (1976).

33. For a summary presentation of the whole discussion, see Lakatos and Musgrave (1970).

34. In stochastic processes on the molecular level, in which the smaller the number of interacting molecules, the greater the role of fluctuation, it has been shown that the absence of "errors" or indeterminacy corresponds not only to an absence of innovation and hence of an increase of information, but to an actual loss of information. Without chance fluctuations, the system cannot maintain itself in a stationary state. This means that without the intervention of "error", chance or indeterminacy in biological evolution, for example, all species would disappear without being replaced by others. cf. Atlan (1979: 54f.). For a propagation of the idea as a principle of order relevant to science see particularly Latour and Woolgar (1979). For the most illuminative philosophical analysis which deals with the topic see Serres (1980).

35. The second principle of thermodynamics postulates that natural systems show an evolution toward increasing entropy or maximum molecular disorder, which is identical to a distribution of equal probability. The recent developments to which we have alluded above show that self-organising systems do have the capacity to react to perturbations by using them as a factor of organisation, by making them beneficial to the survival of the system. As will become more clear in the examples that follow, the point is not to deny the potentially disruptive effect of noise, or indeterminacy, but to say that whether or not the effect will be disruptive depends on the reaction of the system.

36. This reinterpretation is crucial because it suggests that the point is not, as Von Foerster's terminology tells us, the construction of "order" out of disorder (indeterminacy, chance), but the emergence or organisation as defined by an increase in complexity or system differentiation. According to Atlan, Von Foerster envisioned an increase of repetition or redundancy with which the notion of order is associated in information theory. Only if we see indeterminacy as resulting in greater organisation or complexity, rather than in order, can we define this effect as an increase of information for the system and understand the adaptive power which derives from this organisation. cf. Von Foerster (1960) and Atlan (1979).

37. In natural language, "order" and "organisation" are often used indiscriminately, and this often occurs in philosophical treatments of the subject as well (Morin 1977). Yet it should be noted that there is one important difference to be kept in mind even if we merely use the principle of "organisation by chance" as an analogy. While order implies stability, an organisation toward increasing complexity is inherently linked to change and a system-internal increase of information. It is this part of the analogy which I take to be particularly well suited when we apply it to science, and not the interpretation of "order from disorder".

38. As a simple example, consider the leak in the communicative network of the Nixon administration with regard to the bombing of Cambodia (kept secret by the administration). While the leak was without doubt disruptive for some core members of the administration, it may well have benefited the more global system of American democracy. The implication is that we have to take into account different levels of organisation in order to distinguish between the disruptive and integrative (or organising) effects of noise.

39. Of course, science produces new problems at the same time, which is part of the process of reconstruction.

40. The quantity of information within a system is taken to be a measure of the improbability that the combination of the different constituents of the system is the result of chance. This is why the quantity of information could have been proposed as a measure of complexity. Strictly speaking, there are three different versions of writing the quantity of information which correspond to three kinds of complexity, all defined in relation to our knowledge. The first refers to a variety of which we do not know the distribution \( H = \log N \), the second expresses disorder \( H = \Sigma p \log p \), and the third measures a lack of knowledge of the internal constraints or redundancies of a system \( H = H_{\text{max}}(1-R) \), where \( H \) = the quantity of information, \( p \) = the probability that a certain sign is present, and \( R \) = the redundancy—all according to the summary by Atlan (1979: 79 f.). Note that the characterisation is formal and does not take into account the content of the signs.

41. According to Ashby, it is logically impossible that a self-organising system be closed, i.e. a system which does not interact with an environment. If the system could change its organisation solely as a function of its internal states, this change would be governed by a constant. True change has to be induced either through a program of change injected from the outside or through external chance interferences. cf. Ashby (1962).

43. Toulmin seems to suggest that this is normally and ideally the case, although he points out that historical cases do not always follow the pattern he proposes. Hence his distinction between "compact" traditions which follow his systematic pattern, and "diffuse" traditions which may not. cf Toulmin (1967), particularly paragraph 4.

44. This makes sense, since it does not presuppose that the observer holds some criterion as to what counts as an innovation. In the above case, all results counted as new by the scientists themselves would presumably be part of the "pool of scientific innovations".

45. Since change and particularisation are built into scientific products, we can also say that scientific work allows for differentiation effects, and these differentiation effects can be appropriated by scientists. It is clear that the individuation provided by scientific work need not necessarily go to individual persons. Many would argue that the increasing socialisation of science means that we have an increasing appropriation of differentiation effects by groups, and more importantly, by institutions. This tendency toward a greater anonymity for individual authors of scientific products can also be seen as an indication of a progressive "proletarisation" of scientists, to which we will return in Chapter 4.

46. In particular, see his essay on the origin of geometry (1962).

47. For a short presentation, see the chapter on "Logic as Semiotic" in the Dover edition of Peirce's selected writings (1955: 98 ff.).


49. See particularly p. 45 ff., where Latour and Woolgar introduce the notion of "literary inscription" for taking a measurement in the laboratory (1979).

50. There has been a particular focus on studies of citation, examples of which are too numerous to be listed here. For two recent reviews which point to potential new directions, see Chubin and Moitra (1975) and Sullivan, White and Barboni (1977). For other aspects of patterns of communication among scientists, see Zuckerman (1977), Ziman (1968), Studer and Chubin (1980) or Gaston (1973, 1978).

51. Böhme has concluded that a concept of the scientific community within a theory of scientific action needs to be based on a theory of the process of argumentation in science. See Böhme (1975).

52. For an exposition of Luhmann's notion of differentiation in English, see his article on the "Differentiation of Society" (1977a).

53. Another possibility would be to search for system borders somewhere within the process of research production itself. The selectivity incorporated in scientific products allows for a problematisation of constitutive decisions, and problematisation could come to be seen as a form of environment-triggered increase of complexity. The complexifying new selections of the laboratory counter these challenges of problematisation.

54. For a summary of this and other criticisms of systems theory as applied to social systems, see Habermas (1979), particularly p. 141 f. in Chapter 4, "Toward a Reconstruction of Historical Materialism".

55. Cited in Johnston (1976: 195). Johnston summarises some of the uses of the internal/external distinction which he traces back to assumptions enshrined in the history and philosophy of science that have been unquestioningly adopted by subsequent analyses of science.

56. For example, see Kuhn's criticism of Lakatos' use of the distinction (1971: 139 f.). To Lakatos, the internal seems to be coextensive with the rational part of science. Kuhn, in contrast, appears to equate the internal/external dichotomy with the distinction between the cognitive and the social, a practice he claims is shared by all historians of science.

57. The fact that in the end only individuals can institute intentional action has led to an argument for a methodological individualism, to which we shall return in Section 1.9.

58. For example, Galtung's critique of some kinds of survey research (1967: 148 ff.). Cicourel (1964) has provided the most comprehensive and influential criticism. See also the new methodological developments based upon this and other criticisms which are summarised in Brenner, Marsh and Brenner (1978) and Brenner (1980), particularly in the Introduction.

59. Such close inspections have primarily occurred within various microsociological perspectives, such as ethnomethodology, cognitive sociology, symbolic interactionism, ethnogenesis and phenomenology. For a summary presentation of some of the studies relevant here, see Mehan and Wood (1975). Harré (1977), Cicourel (1973), Berger and Luckmann (1967), and the earlier works of Goffman (e.g. 1961), all include representative statements about the problematic character of everyday interaction.

60. Whitley's whole argument with respect to "black-boxism" and the sociology of science is found in his article of the same title (1972).
61. Ethnoscientists distinguish between an "emic" (from phonemic) structural approach, and an "etic" (from phonetic) intercultural approach which imposes the concepts and distinctions of "scientific" anthropology (Pike, 1967: 37 ff.). For recent reviews of developments in ethnoscience or cognitive anthropology, see Bernabe and Pinxten (1974) and Pinxten (1979).


63. The best example of the use of such terms may be Garfinkel himself (1967).

64. Consequently, it is not enough to require that the student of social science be familiar with the speciality under study, or be a trained member of the respective scientific discipline. Anthropology demonstrates that, while this may be a necessary prerequisite for a decentred analysis, it is by no means a sufficient condition for its achievement. In light of the problem concerning the decentring of scientific speech, the battle over the hermeneutic or non-hermeneutic character of ethnographic observation seems to be somewhat obsolete. My own summary presentations of the current state of anthropological methodology and of its challenges can be found in Knorr (1973; 1980).

65. The term is drawn from Werner (1969), who, like many others, believes that it is the unfortunate, but unavoidable fate of ethnography to record systematically the structuring of the world contained in the linguistic expressions of a culture.

66. By which I mean the ugly consequences to which ethnomethodologists' efforts to preserve subject-centred speech often lead: tormented language and a tormented reader who tries in vain to decipher the hidden meaning of the new professional idiom.

67. For this formulation, see Agassi (1973: 185 f.). See also the collection of essays edited by John O'Neill (1973) on Modes of Individualism and Collectivism, which contains many contributions relevant to these two methodological orientations.

68. One of the chief critics of methodological individualism in recent years has been Steven Lukes. See his collection of essays (1978), particularly the essay on "Methodological Individualism Reconsidered" (Chapter 9).

69. The point here is a methodological orientation relative to methodological individualism and wholism, and not a plea for carrying sociological "symbolic interactionism" over into social studies of science (which, by the way, has already been introduced into science studies). While the present endeavour is undoubtedly informed by developments in symbolic interactionism, it cannot claim to be a species of that orientation. As the reader may note, I feel a greater debt to other microscopic—and some macroscopic—orientations.

70. For a brief summary of how ethnomethodology has reinterpreted some traditional problems of sociology along these lines, see Zimmerman and Wieder (1970). For example, norms and rules interest the ethnomethodologist not as an explanatory concept for social action, but as a topic of analysis, as a resource which members use to structure and orient everyday life, and to convince themselves of the orderly structure of this world.

71. For a number of relevant analyses, see Cicourel (1973). The reason we often learn something about the "why" by answering the "how", of course, is that both questions are often connected by a series of translations. To trace "how" something came about often points to its origin, or yields a genetic "explanation". A similar relationship holds between "what" (the traditional question faced by the anthropological observer) and "why". As Lukes (1978: 184 f.) has reminded us, to identify an item of behaviour or a set of beliefs is sometimes enough to explain it: explanation often resides precisely in a successful and sufficiently wide-ranging identification of behaviour or types of behaviour. The ethnoscientist's attempt to identify cultural knowledge in the terms in which it is couched by a particular culture should teach us something about why certain patterns of behaviour exist in that culture, and about similar questions.


73. See Luhmann (1977b: 16, 28), who argues that the binary schematisation between true and false may be inadequate for the instrumental applicability of a theoretical explanation in practical action. Luhmann refers to the example of the Coleman report which cites the racial and social composition of school classes as the most important variable in explaining educational success. Busing was widely introduced in the United States to alter that composition, but educational success did not follow, for reasons which support Luhmann's point but are not relevant here.

74. See Lofland (1976: 2) on the whole matter mentioned here.

75. Although the case study approach is widely favoured at present (not only in social studies of science, but in sociology in general), it is surprising that so few sociologists have as yet done what Lofland advocates in his codification of a qualitative methodology (1976)—that is, actually to enter the field as a (participant) observer.

76. The essay can be found in Garfinkel (1967: 272 ff.). See also Schutz (1943) on the "Problem of Rationality in the Social World", to which Garfinkel refers.
77. Merton has been attacked on this subject so often that we need not repeat the criticism here. Those unfamiliar with the subject are referred to Barnes and Dolby (1970) and Stehr (1978). Note, however, that Merton postulated norms, and not stable properties of scientific action. In this respect Garfinkel, who talks about rules which routinely manifest themselves in action, goes far beyond Merton.

78. For selected examples of such arguments, see Whitley (1972), Nowotny's call for a cognitive approach to the study of science (1973), Mulkay's argument that the sociological study of science must include its technical culture (1974a) or Weingart's specification of cognitive/technical and social variables (as well as their interrelationship) in the study of the production of knowledge (1976). Most recent "social" studies of science in Western Europe have tried to include the "cognitive" side of science. The studies published under the title *Cognitive and Historical Sociology of Scientific Knowledge* by Elkana and Mendelsohn (1981) provide the most recent example of the trend. For a relevant, general presentation and discussion of the "cognitive paradigm", see de Mey (1981).

79. There have been several recent attempts to move beyond science and explore the relationship between knowledge and society. In particular, see Barnes (1977), and Mulkay (1979). See also the work of Foucault from a historical perspective (e.g. 1975, 1977), the work of Holzner and Marx (1979) from a general, sociological perspective, and Stehr and Meja (1982) on classical vs. recent sociology of knowledge.

80. For a representative collection of such studies, see Lamaine, MacLeod, Mulkay and Weingart (1976). Other studies can be found in Mendelsohn, Weingart and Whitley (1977), particularly Parts 1 and 2. See also the studies by Edge and Mulkay (1976), Küppers, Lundgreen and Weingart (1978), or Studer and Chubin (1980).

81. Published studies based upon direct anthropological observation of scientists are still scarce. The monograph by Latour and Woolgar (1979) is to my knowledge the most extensive study of the sort within the tradition of social studies of science. See also Latour (1980a) and my earlier articles based upon the same observational study drawn upon here (Knorr, 1977; 1979a, b; and Knorr and Knorr, 1978). An interesting antecedent of such studies is the work, not of a sociologist of science, but a theologian (himself a physicist) whose observations of scientists were financed by a group of progressive Catholics not involved in academia (Thill, 1972). Preliminary results of some anthropological studies of science still in progress can be found in Jurdant (1979), Apostel et al. (1979) (to whom I owe the information about Thill), and in McKegney (1979), Lynch (1979) and Zenzen and Restivo (1979), whose results were presented at a conference on the social process of scientific investigation organised by Roger Krohn at McGill University, Montreal. For the thesis that we are experiencing a general "anthropological turn" in the social sciences and in science studies, see Lepenies (1981). See also the work begun by Williams and Law (1980).

82. Note that Bourdieu is not talking about the motives for a scientist's conscious objectives, although the choice of an area of work is often consciously motivated by career considerations.

83. In delineating a strong programme for the sociology of science, Bloor has criticised the asymmetric treatment which offers a social explanation for recognised scientific mistakes, but not for scientific achievements so long as they are held to be sound. The central thesis of his book is that "objectivity is a social phenomenon", "logical necessity is a species of moral obligation" and the "ideas of knowledge are based on social imagery". Cf. Bloor, 1976: 141. In his later work Bloor returns to the distinction between a social and cognitive sphere in science by empirically correlating variables which he associates with them. See Bloor (1978).

84. For a similar argument with regard to "the supposed norms of science", see Mulkay (1976).

85. i.e., in his plea for an empirical investigation of traditionally epistemological problems (1979: 4).
Chapter 2
The Scientist as an Indexical Reasoner:
The Contextuality and the Opportunism of Research

2.1 Bringing Space and Time Back In:
The Indexical Logic and the Opportunism of Research

What are the translations from which laboratory selections emerge in the process of research? How do scientists reach the closure through which an essentially open field of possibilities crystallises into laboratory selections? In Chapter 1, I hinted at the concrete research situation as the key to understanding how the decisions of the laboratory are made. A close look at the research scene shows that laboratory selections are local, depending both on the context of research and the concrete research situation. We see the idiosyncrasies involved in these selections, and how the decision criteria depend more on the process than to provide for (or govern) its closure and determinacy. In short, a close look at the research scene forces us to bring space and time back into scientific operations, and to conceive of them as locally situated operations.

In recent years, the notion of situation and the idea of context-dependency has gained its greatest prominence in some microsociological approaches, where it stands for what ethnomethodologists have called the “indexicality” of social action. The concept of an indexical expression is taken from the writings of Bar-Hillel, and was originally coined by Peirce to refer to the fact that a sign may have different meanings in different contexts, and that the same meaning may be expressed by different signs (1931-35, Vol. 2: 143). Within ethnomethodology, indexicality refers to the location of utterances in a context of time, space, and eventually, of tacit rules. In contrast to a correspondence theory of meaning, meanings are held to be “situationally determined”, dependent upon the concrete context in which they appear in the sense that “they unfold only within an unending sequence of practical actions” through the participants’ interactional activities (cf. Mehan and Wood, 1975: 23).

In the following discussion, I will use the term “indexicality” to refer to the situational contingency and contextual location of scientific action. This contextual location reveals that the products of scientific research are fabricated and negotiated by particular agents at a particular time and place; that these products are carried by the particular interests of these agents, and by local rather than universally valid interpretations; and that the scientific actors play on the very limits of the situational location of their action. In short, the contingency and contextuality of scientific action demonstrates that the products of science are hybrids which bear the mark of the very indexical logic which characterises their production, and are not the outgrowth of some special scientific rationality to be contrasted with the rationality of social interaction.
Scientific method is seen to be much more similar to social method—and the products of natural science more similar to those of social science—than we have consistently tended to assume.

How can we illustrate this indexical logic in somewhat more detail? The first aspect of indexicality is an implied opportunism which manifests itself in a mode of operation comparable to that of a "tinkerer":

"... a tinkerer ... does not know what he is going to produce but uses whatever he finds around him ... to produce some kind of workable object. ... The tinkerer, in contrast (to the engineer) always manages with odds and ends. What he ultimately produces, is generally related to no special project, and it results from a series of contingent events, of all the opportunities he had—often, without any well-defined long term project, the tinkerer gives his material unexpected functions to produce a new object. ... (These objects) represent, not a perfect product of engineering, but a patch work of odd sets pieced together when and where opportunities arose. ..."²

Tinkers are opportunist. They are aware of the material opportunities they encounter at a given place, and they exploit them to achieve their projects. At the same time, they recognise what is feasible, and adjust or develop their projects accordingly. While doing this, they are constantly engaged in producing and reproducing some kind of workable object which successfully meets the purpose they have temporarily settled on.

When we observe scientists at work in the laboratory, this sort of opportunism appears to be the hallmark of their mode of production. Referring to the opportunism of research does not suggest that scientists are unsystematic, irrational or career-oriented in their procedures. They may or may not be, depending on a variety of circumstances. The opportunism I have in mind characterises a process, rather than individuals. It refers to the indexicality of a mode of production from the point of view of the occasioned character of the products of research, in contrast to the idea that the particularities of a given research situation are irrelevant or negligible.

As in the example of tinkering, the occasioned character of research first manifests itself in the role played by local resources and facilities. For example, in the institute I observed, the existence of a large-scale laboratory in which proteins could be generated, modified and tested in large volumes was treasured as a valuable opportunity because it would be difficult or impossible to carry out certain kinds of research without such facilities. The laboratory was well equipped, well staffed, and supervised by an experienced older technician described as extremely reliable and "clever"—a series of additional advantages. As a result, a lot of scientific energy was spent in gaining access to the laboratory in order to "exploit" this "resource". Research which required the use of this laboratory was eagerly sought or invented. A newly purchased electron microscope utilising laser-beams exerted a similar attraction.

Needless to say, the scientists who controlled these respective resources spent a great amount of effort trying to keep others from using them, being perfectly aware of the increase of value achieved through making an already scarce resource even more scarce. In science as elsewhere, particular interests and opportunism sustain each other.

But it is not only the highly scarce—and hence, attractive—resources which orient the course of scientific research: I saw a paper on functional properties of proteins based almost exclusively on chemical determinations supplied by one of the institute's
specially designed "service" laboratories. The scientist who wrote the paper made it clear to me that, if he had been forced to perform (or even supervise) the work himself, he would have selected an entirely different series of tests from those available at the service lab; but given the techniques available, he would prefer to use the service lab whenever possible.

Preference is also given to technical instruments and apparatus which the scientists know are "around somewhere". Projects take certain turns because, as the scientists explain, "We had a piece of equipment that had been developed in another project that we could use." Certain measurements are taken because "the machines were here, so it was very easy to go down and use them", and certain results are obtained because "well, we were looking for a way to get the foam off, you see, and it (the instrument) was there. . . ." Of course, the resources and facilities available at a certain place and time are not simply picked up and used—they are also the objects of constant negotiation and manipulation. Equipment earmarked for certain purposes is frequently converted to serve some other goal, or simply "misused".

For example, because a device for measuring density was broken, one scientist centrifuged the material to be measured, then calculated an approximate density from the difference in volume measurements before and after centrifuging. Since centrifuging provided compression under fully controlled and standardised conditions, the idea, as inconspicuous as it seemed, was in fact quite ingenious. In a similar case, a scientist borrowed a pressure meter he happened to see in one of the laboratories, and "misused" it to determine the gas absorption capacity of a substance (4-20/25). Moreover, chemicals which were in stock were routinely substituted for those which were not, so as not to impede the process of ongoing events.

Ideas may be less tangible than research products, but they are no less circumstantially determined in the research process. In part, ideas are triggered by the resources and facilities available at a given place and time. They may also emerge from the dynamics of interaction between researchers, or they may be the contingent result of other occasions. Scientists themselves refer constantly to this phenomenon: ideas "occur" to them in a particular situation, or they "run into" an idea while in pursuit of something else, or an idea is triggered by a research paper they "happened to come across". Historians of science have often demonstrated this emergence of ideas from situational contingencies, and there is little need for me to further illustrate the point.

Instead, let us examine the role the larger environment plays in setting the conditions from which new research results are bred, and in supplying the criteria upon which the selections of the research process are based. These conditions and criteria often reflect relatively short term concerns of exclusively local relevance. For example, when I asked a chemical engineer whether an interest in saving water (Northern California at that time was into the third year of a severe drought) had played a role in his efforts to use foam in place of water for certain surface treatments of plants, he said:

"Oh yes, water savings, and pollution, or reduction. You see, first of all, water saving . . . and secondly, the less time that you expose, and the less volume of water you expose to the surfaces, the less leaching. And we were hoping that by using a replacement for water—which in this case was foam . . . that you would leach less out of the product. But I mean, the first thing was water . . . In other words, volume of foam to volume of liquid used to generate the foam is like 20
to 1, so that you could occupy a volume or cover surfaces with a twentieth of the volume of water” (9-28/2).

Another example arises from a local emphasis on chemical compositions which included only a few carefully selected ingredients, thus reducing adverse effects from the interaction of ingredients in complex compositions (which are often counteracted by still more complex compositions). When I asked a chemist whether I was correct in assuming that he applied this criterion, he said:

“Absolutely. Well, in the prevention of lycinolalanine formation, we started out adding systein. And From that, we thought—well, we could probably accomplish the same thing by sulphite, which is cheaper and simpler. And then we thought, well no, if we just keep the air away from it, we would do the same thing. And that’s where we ended up. It was reducing the amount of treatment, really, and still reaching the same end. You know, if you control the air incorporation, I control most of the reaction” (9-30/4).

During the period of observation, the most conspicuous examples related to the form and amount of energy used. As might be expected, energetic criteria were introduced into the “cognitive” operations of the laboratory with the emergence of the energy crisis. The emphasis placed on the energy-implications of a research project closely paralleled the apparent degree of the crisis (which was relatively pronounced during my stay in the laboratory).

For example, an important step in protein recovery is precipitating it from solution, generally by heat coagulation. One of the scientists working on proteins had come across a paper which mentioned the use of ferric chloride as an effective method of precipitating proteins from waste water at low temperature. In the context of an energy shortage, the use of ferric chloride struck the scientist as an excellent alternative to heat coagulation, which, given the low protein yield of the source material, consumed a disproportionate amount of energy. Since the scientist needed the protein in substantial quantities for bioassay tests with rats, and because he thought the method might arouse “wide interest” if it could be made to work in contexts beyond that of the original paper, he promptly began a series of experiments using ferric chloride. In the same test-series, he favoured filtration over centrifuging because of the energy-savings it implied (4-4/4).

Let me conclude this section by emphasising that scientists are well aware of the situationally contingent nature of their products. As implied earlier, they refer to these contingencies in explaining a particular result when it is questioned, identifying it with the very indexical selectivity which constituted it. In fact, scientists may play directly on contextual limitations when they are trying to expand their own horizons or opportunities in competition with others.

So the tinkerer is not merely a passive opportunist who responds to whatever strikes her as potentially interesting in a local situation. For example, during a discussion of further plans and projects, a member of the protein group told me that he had come across a Russian paper “that hopefully nobody here knows”. The paper implied that the results of an experiment currently in progress could be significantly improved by using a particular plant juice. What seemed to turn this suggestion into a profitable “idea” was precisely the fact that “nobody here” knew about it. When asked if he in-
tended to quote the source of the idea, the scientist said he would “cite the paper somewhere” (1-28/1).

Ideas need not be stolen (although they undoubtedly are at times) in a universe where particular transgressions of contextual limitations not only serve as routine strategies of resource mobilisation, but as sources of increased credit for the author. Such uses (or misuses) of the literature lie behind some scientists’ boast that, unlike most of their colleagues, they “do not miss out on things published in other languages”, correctly considering this to be a “major strength”. Or as when scientists consider it a “tragedy” that they cannot get all the material they ask for. Consider the words of a biochemist, who told me that

“...there is a certain ... a high percentage, maybe, uh ... 40% of what I ask for which I never get. ... The authors don’t send you a reprint, the library can’t get it—for one reason or another. I don’t get it. It makes me mad, but I do have the reference, so that when the time comes when it becomes real critical to know about it, I pound doors and I get it eventually. But you know, if I did this for everything that I can’t get, I would be doing nothing but (this)” (9-29/9).

Unable to spend the necessary time, the scientist knew that she was missing out on much of the relevant material. But she had no choice, given the various barriers to the internationality of science in the (published!) literature itself—barriers far beyond and far greater than those posed by language. At the same time she played on these limitations by transgressing them from time to time to bolster the “originality” of her research group, or to enhance the “excellence” of her book. Actualised contexts and their borders set the scene from which laboratory meanings emerge, and impose limits within which the scientists operate. But they also constitute a resource in the scientific mode of operation.

2.2 Local Idiosyncrasies

There are many other spatial and temporal contingencies relevant to the decisions and selections which make up research results in the natural sciences. Some are such a matter of routine that they are scarcely noticed—for example, local employment regulations which prohibit testing after 4:30 p.m. or at weekends, so that freezing and storing procedures not specifically mentioned in the resulting papers must be used to compensate for these unmethodical interruptions. Perhaps more interesting for the sociologist who wants to compare procedures in social and natural science are local idiosyncrasies, a phenomenon almost completely ignored in the literature on science.

Like any other organisation, research laboratories develop local interpretations of methodical rules, a local know-how in regard to what is meant and how to make things work the best in actual research practice. For example, the research institute I observed had several “service” laboratories designed to perform standard but necessary analyses of chemical composition. Many of these analyses were also “official”, in the sense that they had been tested, documented and recommended for use by the American Chemical Association or some other group of this sort. When one scientist who had come to the institute from another area first used these facilities, he was surprised to learn that the tests were performed without replication, apparently under the assumption that such standard routines carried no risks or uncertainties.
His own interpretation was exactly the opposite: measurements become routine, he explained, precisely because they are important, which means that precision is their foremost requirement. Precision without replication, he said, was "crap". He illustrated his point by saying that single chemical ingredients within a substance are reported as percentages of the dry substance. If even a relatively simple measurement (such as water content) is slightly imprecise, the error will affect all other measurements. Consequently, he said, "when I read one figure in the literature, I would automatically assume that I have been confronted with a mean value (based upon several replications)".

In this case, each side stuck to its own interpretation. To win his point, the scientist repeatedly asked the analytical laboratory for the same analysis twice, using different sample codings so as not to raise suspicion. The clash of two locally-developed systems of interpretation became glaringly apparent when the expectations of a scientist who had moved from one system to the other were constantly violated (2-17).

Local idiosyncrasies also bear upon questions of composition and quantification; that is, what substances are to be used in an experiment, and how much. Standard formulations exist in certain areas, but even these are not immune to local idiosyncrasies. As we have seen above, scientists often reject these standards for anything other than routine composition analyses, claiming that they "lag too far behind" current knowledge or are "too old", given the amount of time it takes for a method to become officially acknowledged. But there is also a more basic reservation. In the words of one biochemist:

"The more basic work is usually done... on something similar, but not the same. You know, if it's done on what I am interested in, then it's not worth doing again. So usually it's been done on something similar. ... And see, I think you almost always have to adapt (a method) in some way. Sure, occasionally you find something (a method) that just fits in perfectly to solve a problem—but I'd say that's the exception rather than the rule" (30-9/5).

Interest in distinctions rather than similarities in procedure promotes local idiosyncrasies, but so does the experimental material itself. This material constitutes an additional source of constant variation because it is usually locally grown (plants and organisms), bred (animals), or produced (substances prepared or isolated in the laboratory). For example, the plant protein used in the experiments under observation came from local plant varieties, as did much of the raw material used by scientists in other groups. As the head of a chemical engineering group saw it:

"The big variability is getting the raw material. We have never been able to get the same raw material again, and this is the... (inaudible)... every researcher has to face. It's the same in microbiology. You have to scratch yourself in the same place every time you play, and everything has to be the same, or else the accounts are meaningless" (7-30/3).

Variation in the source material used by the biological sciences has often been recognised as a "nuisance" by researchers and students of science alike. But beyond its being a "nuisance", this variability enhances the differentiation and distinctiveness of research products which the scientists themselves seek. And, as I have mentioned, while it contributes to the idiosyncrasies of research, it is by no means the only constituent,
contrary to what is sometimes implied by arguments dealing with the variability of results. The scientists' often treasured know-how is another factor, and one which is particularly obvious in questions of composition and quantification.

For example, before the proteins mentioned earlier were subjected to high temperature and fermentation, differently processed versions were mixed with several other substances in order to compare reactions. The number and quantity of such substances reflected each scientist's attempt to achieve control over the process, utilising prior knowledge of what quantities had been used in the past with what outcome, and educated guesses as to what might be successful in the case at hand. The procedures used in these experiments were also influenced by routinised local interpretations. For example, the time needed to manipulate the mixtures before they were placed into the fermentation cabinet was counted here as "fermentation time", while in other places it figures separately.

In the same test series, weight and volume of the samples were measured immediately after exposure to high temperature. According to the scientist who had come from another institute, this procedure was "problematic" because the volume changes during the cooling period. Thus, the results depend on when the measurement is taken. In general, the time during which test material was exposed to treatment was based on local knowledge as to what works best.

The treatment of substances before experimental use also illustrates local differences. In the example above, the organisms used for fermentation were stored and used for several weeks, whereas in other laboratories they are exchanged after a maximum of one week. Note that such variations do not indicate that storage time of a microorganism is irrelevant to the results obtained, according to the scientists with whom I raised the question. Rather, these variations indicate differences in local interpretations as to what is relevant, and why (1-26/2).

This argument could be extended to include measurement devices and instruments as further sources of potential local variation. Instead, let me stress that at least some of this potential variation is acknowledged in published papers by reference to brand names, identification of firms which supplied particular instruments, and provision of detailed descriptions of various procedures. The argument here is not that science is private or non-public, but that the information obtained in natural and technological science research is idiosyncratic. In other words, the selections of the research process reflect interpretations which are crystallisations of order in a local contingency space. Contrary to what we may think, criteria for "what matters" and "what does not matter" are neither fully defined nor standardised throughout the scientific community. Nor are the rules of official science exempted from local interpretation.

In sum, we can say that these interpretations refer to at least three areas of selection:

1. Questions of composition, or questions which relate to the selection of specific substances, ingredients or means of instrumentation.
2. Questions of quantification, or questions of how much of a substance is to be used, how long a process ought to be maintained, when a measurement or sample should be taken, etc.
3. Questions of control, or questions which refer to such methodological options as simplicity of composition versus complexity, strict versus indirect comparability, etc.
Given these choices, research in the natural and technological sciences cannot be partitioned into one section which is open to situationally contingent selections and contextual influences (such as that in which a research problem is defined), and another which consists of the internal, objective and standardised execution of the necessary enquiry. Since choices exist throughout the process of experimentation, there is no research core which, even in principle, is left unaffected by the circumstances of production. In other words, as is the case in the social sciences, natural and technological scientific research is in principle indetermined by the scriptures (authoritative writings) of a field, as well as by its tacit knowledge, if both are thought to represent generally available information. Closure of this situation is achieved locally, with the help of idiosyncratic interpretation which itself results from this indeterminacy.

2.3 Occasioned Selections and the Oscillation of Decision Criteria

If idiosyncratic interpretations and an opportunistic logic mark the selections of the research process, then what role do decision criteria play in these selections? Presumably, decision criteria hold more than local relevance, and overrule at least some local contingencies by suggesting which decisions should be made in regard to the indeterminate choices that scientists confront. Let us first consider the nature of a decision criterion. As suggested before, the making of a piece of knowledge involves a series of decisions and negotiations; that is, it consistently requires that selections be made. Selections in turn, can only be made on the basis of other selections. In other words, selections must be translated into further selections.

For example, a choice between a filter and a centrifuge to eliminate chemical precipitation agents from protein samples was translated by the scientists involved into a problem of energy consumption. In choosing the more energy-efficient instrument, they deferred to a criterion of energy consumption. But this criterion is nothing more than a further selection, since many other translations of the problem can easily be imagined. In fact, when it turned out that the more energy-efficient filter did not work, the scientists reverted to the centrifuge, thus invoking the criterion of the practical availability.

Not surprisingly, scientists themselves often scrutinise decision criteria as but one specific selection out of the many possible (e.g., when an earlier decision is questioned in the course of research, or when a research result is evaluated in the light of the decisions which account for its specific characteristics). Thus, decision criteria are actually translations of selections into further selections, and there can be no doubt that some of these translations appear more frequently than others. For instance, in my observations and in discussions with other scientists at the institute, I found frequent references to costs, simplicity, feasibility under local circumstances, and in particular, to whether or not something would “work”.

Yet the invocation of such general criteria by no means precludes the impact of a locally contingent situation. To begin with, decision criteria are invoked in specific circumstances, with reference to a specific aspect of the research whose costs are considered, and with respect to a specific equivalent such as money, time, effort, etc. These aspects and equivalents provide the indexical meaning of the criterion. We can also say that general criteria, such as those pertaining to cost, are nothing but schematisations of specific translations which vary not only with the problem at stake
(upon which the costly aspect and the equivalent of "cost" depend), but in regard to local interpretations as well (in the sense that certain specific translations will be locally preferred).

In the institute studied, it was easier to get money to buy an expensive technical instrument than to come up with equivalent sums for hiring technicians or student assistants. Consequently, scientists frequently preferred instrumental procedures to those involving additional manpower, and, judging from the number of unused technical instruments lying around, the institute was overstocked with apparatus. Other examples were brought up in the previous section, in regard to locally developed know-how concerning "what works" in certain problem-situations.

The selection of a substance, technique or composition formula "because it works" refers us to the greater relevance of success than truth in actual laboratory work. Successes, as suggested before, do not share the absolute quality of truth. Not only is success, as one scientist said, "a different trip for every one of us", but what works—and what consequently counts toward success—depends as much upon routine translations arising from the practical concerns at a research site, as on the dynamics of negotiation and renewal, or the modification of these translations.

If criteria are seen as schematisations of specific translations of choices which originate in local laboratory situations, we cannot automatically assume that the same criteria are consistently applied in differing situations. Not surprisingly, scientific reasoning is marked by criteria-variation. More specifically, it is often marked by an oscillation between diametrically opposed criteria. A good example can be found in a bit of thoroughly "applied" protein research designed to test the suitability of plant proteins for human consumption. A major tests series was conducted to explore the behaviour and effect of these proteins when used as food additives. The tests were performed in a special laboratory designed for experiments in regard to the baking qualities of various foods (to emphasise the practical relevance of the institute's research).

In the present case, one of the questions posed was how the addition of differently treated proteins of varied origins would influence the texture of test breads. In view of the fact that the experiments did not involve chemical mixtures of interest only to scientists, but actual (albeit sample size) "breads", one would expect that the basic, pre-additive samples would somehow simulate a standard bread—that is, that the criterion for the choice (and quantity) of ingredients would be based on the composition of standard bakery breads.

However, the scientist who supervised the tests chose the ingredients on the basis of experimental control rather than practical application, using only "absolutely essential" components. Consequently, he ended up testing protein as a food additive in "breads" of a kind found nowhere else, and which, except in the case of famine, could not be considered "food". Thus, the principle behind six months of research and several papers was one of basic science. He explicitly defined his project as an attempt to find out what happened to the samples under maximally controlled conditions—even though this principle contrasted sharply with the otherwise "applied" nature of the project, and despite the fact that the criterion of practical relevance had been the reason for testing the proteins in the first place (12-29).

Such shifts in criteria are nothing new. But the point here is that they are neither exceptional, nor the mark of misdirected, "subversive" research in which the scientist's
personal interests overrule what is "right and proper". To the contrary, this oscillation between criteria—depending on occasioned preferences, advantages and opportunities—seems to be a common feature of scientific practice. In general, however, it is probably less visible than in the above case, since many laboratory choices are implicit rather than explicit. If the selections themselves are not the focus of attention, an implicit change of criterion emerges only from conversation and off-the-cuff remarks.

In a case referred to earlier, in which the use of ferric chloride replaced heat coagulation as a means to precipitate protein at low temperature, the choice was rationalised in terms of energy savings which would substantially reduce the cost of generating large quantities of protein. Yet after several months of successful testing, the scientist in charge of the work said that he had "no idea what the ferric chloride costs", and, furthermore, was "not interested". In this project, costs were defined in terms of energy, and largely ignored for everything else. I am not denying that, had the cost of ferric chloride been conspicuously high, the "idea" would have been discredited in the eyes of the scientists. But short of threats which might impose themselves, selections were translated not into terms of costs, but into questions of making things work (6-8/2).

Part of the reason that these oscillations in decision criteria are rarely noticed in the laboratory is that scientists (and participant observers as well) are more likely to ask "why" than "why not". So long as the grounds for a decision seem plausibly or an option remains unproblematic, there seems little reason to ask why something else was not chosen. Furthermore, in many cases the possible alternatives are not obvious, and can be discovered only by various degrees of effort. As we shall see in Chapter 5, scientific papers are not designed to promote an understanding of alternatives, but to foster the impression that what has been done is all that could be done. But it is not difficult to find conspicuous cases of criteria oscillation in the published literature, if one takes the trouble to look carefully.

To give one last example, let us consider work in the generation of single-cell proteins. The entire thrust of this research effort is the notion that protein suitable for human consumption can be isolated from the cells of certain highly abundant microorganisms. However, the necessary disruption of the cell wall is at present accomplished by a homogenisation method using liquid CO2 as a coolant, a method which costs about $10,000 per 1,000 grams of microbial protein. Moreover, the resulting protein is chemically modified in order to become more suitable for human consumption. And before this process of modification can proceed, the protein is treated with potentially toxic organic compounds.

Thus, the picture we get from these long-term research efforts is that of a "cheap" protein which is tremendously expensive to produce, and which is made "suitable for human consumption" by the use of toxic substances. It is to be hoped that the Food and Drug Administration will keep such microbial proteins from ever entering the market. Needless to say, scientists adjust their goals as they go along to suit the direction a research effort takes. Thus, if the chosen criteria rule out the intended use of a result, the effort will take a "fundamental" turn, or relate to other uses.

2.4 The Neglected Research Site: Organisation vs. Laboratory Situation

Not only the manufacture of knowledge in the laboratory, but the occasioned character of laboratory selections (illustrated by opportunism, local idiosyncrasies and
criteria switches) has been neglected in the relevant literature. This neglect of the occasioned character of social action is not confined to studies of science. As Goffman pointed out in an article entitled "The Neglected Situation", the implication of most social research has been that "social situations do not have properties and a structure of their own, but merely mark . . . the geometric intersection of actors making talk and actors bearing particular social attributes". Established sociological variables, such as age, sex or social class, are measured along a high-low scale, and the intersection of the respective values of these variables held to determine what happens in a situation. In opposition to this practice, Goffman and others have argued that, in terms of verbal interaction, social situations constitute a reality sui generis which entails constraints, organisation and a dynamics which cannot be predicted from the values which participant actors assume on a set of variables.6 See also the concept of "milieu" developed by Grathoff (1979).7

The charge that the research situation has been neglected in relevant studies of science might be countered by pointing out that scientific organisations have been widely investigated both in sociology of science and in social history of science.8 During the past few years in particular, cognitive sociology of science has become increasingly interested in the role that organisations play in orienting scientific research.9 However, organisations are generally too large to allow the sort of microscopic study advocated here. But the more important question raised by Goffman concerns the indeterminacy of social action over and above what we can derive from locating this action within a set of organisational characteristics.

This indeterminacy was mentioned in Chapter 1 with respect to the failure of studies of science to subsume the production or acceptance of knowledge under a set of generally valid criteria. At this point, it should be emphasised that this indeterminacy penetrates into the very core of organisations, for its origin lies in situated interpretation and the dynamics of interaction within particular situations. If we choose a unit of analysis larger than the actual site of action, we remain removed from the indeterminacy which marks the situation.

Organisational theory has known for some time that one cannot assume homogeneous goals among different members of an organisation, nor that the official purpose of an organisation actually integrates the actions of its members. Even if organisational goals are based on something more than public image, they will be interpreted differently by different people at different times. Organisations are important because they provide an umbrella for various groups and occasions, but their existence as units independent of the social interactions they subsume does not rule out the need to investigate those underlying interactions.10 Through the study of such interactions we can hope to understand the meanings and consequentiality of the formal characteristics of an organisation. In the scientific laboratory, for example, such meanings consistently point beyond the organisation to transcultural fields of interaction and communication, as we shall see in Chapter 4. The frame of reference sketched by the scientists themselves constantly criss-crosses organisational borders, becoming at once larger and smaller than the unit circumscribed by these borders.

A curious correlate of this indeterminacy is that social reality seems to become more complex, more variable and, in a sense, more disordered the nearer we get to its microlevel, and not, as one might assume, the closer we get to the question of societal macrostructures.11 It is tempting to associate the "nature" of organisations with the
indeterminacy of social action by conceiving of them as an everyday device to assure, through control and regulation, that the outcomes of this action are stable. This assumption seems to underlie many organisational approaches in which organisational action is thought to be effectively regulated by means of rules and formalised procedures. However, while we can often trace a rule back to an interest in controlling social action, we cannot assume that such formal rules effectively eliminate the situational logic and contingency of social action.

Nor can we rely on the equally simple assumption that contingency can be eliminated by the exertion of sheer power. Some recent studies of organisational decision-making have documented an amazing amount of interpretative activity within the structural framework of formal rules and definitions. The following summary of nine months of interaction between one scientist and the leader of a different group demonstrates the slack which may remain despite the existence of unambiguous rules and clearly defined power relationships in the scientific organisation, as well as the varied outcomes and situational definitions to which this slack gives rise.

2.5 Variable Rules, and Power

The research centre maintained several large laboratories which were specifically designed to produce substances with properties which would rule out normal laboratory operations and partially simulate the conditions of industrial practice. Equipment for such laboratories is expensive, and training a group of technicians to run the operations properly may take years. According to the scientists we heard that such facilities are rare and highly valued. Since the use of such a laboratory constitutes a "rare opportunity", those scientists who did have access appeared very anxious to deny that access to anyone else.

In theory, the laboratories and other equipment supervised by any one unit or research leader had to be made available to everyone else, when needed. Thus, the private appropriation of scarce resources was ruled out: that is ruled out in "law", but not in practice. Watkins was the research leader for such a lab. But in addition to his official tasks, he was interested in effectively controlling the use of the laboratory. Word among the scientists I observed was that he made it extremely difficult for anyone else to use the facility.

Moreover, he controlled the technical staff of the laboratory. Years earlier, he had hired Kelly (who was working at a job he did not like) and put him in charge of the lab technicians. Kelly would not do a thing without Watkins' orders or endorsement; Kelly himself kept the rest of the technicians in line. Watkins enjoyed a good deal of international repute, and flew to Washington every few weeks to act as a government consultant. By means of personal power, Watkins had effectively subverted the official rule intended to guarantee that resources were shared, and thereby created a state of disorder in which anything was possible—depending on individual negotiations with Watkins, and on the respective situation.

Soon after Dietrich joined the group of scientists I principally observed, he was intrigued by the idea of using Watkins' lab for protein recovery tests. The idea garnered little support from his superiors, who had once been members of Watkins' group and still harboured a grudge against him (although they didn't want to talk about it). But Dietrich persisted with his idea, and soon gained Watkins' cooperation. Since Watkins
had worked in the area of protein recovery for many years (although he used other source materials than Dietrich and his colleagues), it was felt that he would be interested in observing the experiments and acquainting his staff with the procedures involved. At any rate, he granted access to “his” laboratory and “his” staff.

A few months later, Dietrich wanted to use the laboratory again, but without Watkins’ direct involvement. Because Watkins was known to insist that he be co-author of any papers based on research conducted in his facilities, Dietrich tried to find some way to avoid this unwanted collaborator. To this end, he claimed that he had run out of protein and needed another round of protein generation; his actual intent was to add an important step to the experimental procedure which would change the colour and biological value of the recovered protein. An “official” request for access to his laboratory met with the expected roadblocks from Watkins, who claimed that his own group needed the lab.

After a long silence, he finally “agreed”, scheduling the experiments for the next day, which left Dietrich too little time for proper preparation. Watkins went out of town that day, but left Kelly and another scientist in his group to make sure that Dietrich adhered strictly to the initial procedure. Dietrich said nothing to Kelly about the new step to be included in the experiments, and Kelly used the previous flow chart to guide the operations. When the time came for the new operation, Dietrich tried to smuggle it in by suggesting matter-of-factly that it was something they “obviously” had to do. While negotiating for the inclusion of the operation, the scientist whom Watkins had appointed as his “watchdog” suddenly appeared to enquire about the progress of the experiment. According of Dietrich, Kelly had called to alert him about the new step. The result was that Dietrich had to abandon his original plan.

The third round of the exchange occurred some months later, when Dietrich showed Watkins the paper he had written on the basis of the first set of experiments. Of course, Watkins was a co-author, since his laboratory had been used. After reading the results, Watkins urged Dietrich to repeat the tests. Dietrich interpreted this as an attempt to make sure the procedure worked, and that Watkins’ technicians were thoroughly familiar with it. He felt that Watkins now realised the procedure’s potential. After giving it some thought, Dietrich agreed to repeat the experiments. He also decided to include the additional step, but this time in a revised and sufficiently pre-tested version he thought would go unnoticed. This time he succeeded.

Watkins’ attitude toward Dietrich and his interest in the laboratory was neutral at first, then highly negative and resistant, and finally positive when it was Watkins’ own idea that Dietrich use the lab. These variations existed despite the fact that the same experiments were at stake each time, and despite a directly relevant official rule and a rigid power constellation. Within the indeterminacy created by Watkins’ subversion of the rule, Watkins and Dietrich negotiated the outcome of their interaction with varied success, based upon their changing interests and interpretations.

The point with respect to rules is that they seem, in this process, to function more as instruments of negotiation or weapons with varied uses, than as stabilising guidelines for action heeded by the various actors. Rules are actively manipulated in the process of negotiation, which means that they may be supported, reinforced, modified, stretched, twisted, neglected or even ignored altogether. Their role is variable, and whether an existing rule can or cannot be adduced in support of one’s right depends upon the specific situation. In the present example, Dietrich could not simply turn to the director of the
research centre and demand his right of access to Watkins’ lab. Such a move would probably have damaged his social relations (and those of his research leader), thus jeopardising the ultimate success of his project and that of any future research along those lines.

But if rules are strictly reinforced in one respect, compensatory changes in other respects may well counteract their effect. For example, the “strict” rule that manuscripts had to be reviewed by two other scientists at the research centre before they could be submitted to a journal was counteracted by the scientists’ right to choose such reviewers themselves. Thus, the rule could be used to foster one’s own interests. For example, if Dietrich wanted to publish a paper without further delays, he chose reviewers who were known to be “easy-going”. If he or his co-authors wanted to be “on the safe side”, they chose one “critical” reviewer. (Choosing two critical reviewers was considered risky, since it was therefore possible to get two unfavourable reviews and thereby become known as the author of a “bad” paper.) In effect, the scientists were able to render the rule ineffective whenever they wanted to, and return the control over what was published back to themselves. In sum, while we must not diminish the importance of rules as instruments of social action, we cannot assume that they rule out the underlying indeterminacy and contingency of such action, nor the processes of negotiation which should have been determined by those rules.

If formal rules can be said to actively structure, rather than restrictively regulate, the processes of interaction, it is also true that such regulation is achieved through the exertion of power by those who formally or informally control certain aspects of an organisation? As indicated by the dynamics of the previous example, any exertion of power presupposes at least some potential power on the part of those against whom it is directed. Despite a rigid power constellation which seemed to give Watkins an unbeatable hand, Dietrich was by no means a loser. As has been pointed out, the mobilisation of potential sources of power by the “powerless” can be a major strategy for social change, while the effects of an easy victory of one party over another are usually provisional and temporary.14

To borrow a phrase from Crozier et al., power is a symmetrical, albeit unbalanced, relationship. This symmetry suggests that power must be analysed concretely and specifically in social action, as a complex social function whose effect is neither negative (a point stressed by Foucault) nor part of a definite regulation imposed on the respective relation.15 Given that contexts and situations change constantly, power cannot secure a favourable outcome once and for all by forcing social action into automatic reproduction. Rather, power must be played in a constantly changing game—and, once again, this means that the indeterminacy and situational contingency of social action have not been eliminated.

2.6 Conclusion

Let us consider variable rules, oscillation of decision criteria, local research idiosyncrasies, opportunism of the process, and the scientists’ play with contextual limitations to be different aspects of an opportunistic logic of research. It is reassuring to find that other laboratory studies are just beginning to confirm such an opportunistic logic.16 As I have already indicated, scientific findings can be seen as complex compounds of selections which are contextually contingent in the indexical sense illustrated here. It is
clear, too, that once the selections of the laboratory have been crystallised into a scientific result, the contingencies and contextual selections from which it was composed can no longer be differentiated. In fact, the scientists themselves actually decontextualise the products of their work when they turn them into "findings", "reported" in the scientific paper.

To restore the contextuality of science, we have had to go into the laboratory and observe the process of knowledge production. In view of the opportunistic logic we found at work in this process, "scientific method" can be seen as a locally situated, locally proliferating form of practice, rather than a paradigm of non-local universality. It is context-impregnated, rather than context-free. And it can be seen as rooted in a site of social action, just as other forms of social life are.

Notes
1. See also the related ideas by Schutz (1970), to which R. Grathoff has alerted me. Barnes and Law (1976) have reviewed indexical expressions in science. See Bar-Hillel (1954).
2. This description of tinkering is taken from Jacob (1977), who uses the image of the tinkerer to illustrate biological evolution as a non-optimal, redundant, playful chance process, rather than a well-planned, systematic one in which everything has a purpose and nothing is wasted.
3. For the description and use of this method, see Dunhill and Lilly (1975) and Cunningham, Cater and Mattil (1977).
4. Kinsella and Shetty (1978: 814) note that the "broad range of reagents" used in research on the chemical modification of protein are "mostly unsuitable for use with food proteins". For further references, see the same authors. An earlier summary is found in Means and Feeney (1971).
5. Both tendencies can be documented in the literature on microbial protein and chemical modification of protein, to which the above mentioned authors provide sufficient references.
6. cf. Goffman (1972: 63). Goffman defines situations more narrowly than I do here "as an environment of mutual monitoring possibilities, anywhere within which an individual will find himself accessible to the naked sense of all others who are 'present', and similarly find them accessible to him".
7. Grathoff discusses the concept of "milieu" with a view to a phenomenology of the typical and the normal based upon Schutz and Natanson. See also Grathoff (1975).
8. Most studies of scientific organisations have focused on the productivity of scientists or the potential problems and difficulties which arise from a bureaucratic environment surrounding scientific activities. For example, see Crane (1965), Meltzer (1965), Marcson (1960), Kornhauser (1962), Pelz and Andrews (1966, revised 1976), Blume and Sinclair (1973) and the studies collected in Andrews (1979).
9. Cognitive sociology of science has emphasised the need to include cognitive factors in the study of scientific organisations. See particularly Whitley (1975; 1977a,b; 1978). For evidence that some cognitive factors may not play the role attributed to them, see Cole (1979). For the increasing attention devoted to scientific organisations in recent years, see the two European international surveys conducted on the topic. One, coordinated by the Science Policy Division of Unesco in Paris, has been repeated in several other European countries. See deHemptinne and Andrews (1979) and deHemptinne (1979). For some recent results of these efforts, see Andrews (1979), Crawford and Perry (1976) and Lemaine and Lecuyer (1972). A summary of relevant developments in science policy is given by Salomon (1977). For the changing role of scientists in various organisational settings, see Ben-David (1971).
10. One example of a comprehensive argument in this direction is provided by Silverman's summary of the state of organisational theory (1970). For recent critiques relevant to scientific organisations, see Callon and Vignolle (1977), de Kervasdoué and Kimberly (1977) and Knorr (1979).
11. Part of the reason for this, of course, is that macrosociology tends to rely on aggregate data and summary statistics, often neglecting not only the dynamic features of direct interaction, but also the dynamics and historicity of societal change. Compared with the simplified results of such a procedure, the microlevel of social actions appears unduly complex, leading to the impression that it constantly eludes the grasp of scientific analysis.
12. For example, studies of organisational records produced by mental health clinics, hospitals, police departments, juvenile courts, and similar institutions have shown that these interpretations result in a series of characteristics which Denzin (1969) summarises as follows: (1) Organisations perpetuate themselves
through time by generating fictitious records; (2) comparable organisations differ in the meanings they assign to the same events (birth, death, marriage, mental illness, crime, etc.); (3) the production of organisational records is basically an interactional process based on rumour, gossip, overheard conversation, discrepant information, and biographically imperfect book-keeping; and (4) in piecing together these organisational reports, members routinely rely on open-ended categories of meaning and interpretation to classify recalcitrant cases—that is, they continuously elaborate and modify the meaning of categories. It is clear that such results require the use of a sensitive methodology (as outlined earlier) in any study of organisations.

13. For obvious reasons, the names of the scientists in this and other examples have been changed.

14. This is the point of Coleman's *Resources for Social Change* (1971). The best example of mobilising unconventional (and illegitimate) power is modern terrorism.

15. The kind of concrete analysis of power I have in mind is demonstrated from a sociological perspective in Cicourel's work on juvenile delinquency and from a historical perspective in Foucault's recent work. See Cicourel (1968) and Foucault (1975, 1977). Foucault's theoretical points on the matter are summarised in his "Vérité et pouvoir" (1978); see also his earlier statements (1975: 29-33; 1977: 121-135). Another recent example of the inclusion of a notion of power into a microsociological approach is Harré (1979).

16. Although they do so under different titles, I have generally used the notions of indexicality, opportunism and situational contingency to refer to the phenomenon (1977; 1979a, b). Others have also referred to the importance of milieu, to local disorder, or to the circumstantial nature of research. See particularly Latour and Woolgar (1979: 235 ff.) and the as yet unpublished papers by Lynch (1979) and Zenzen and Restivo (1979).
Chapter 3

The Scientist as an Analogical Reasoner: A Principle of Orientation and a Critique of the Metaphor Theory of Innovation

"Seven Beauties" is Miss Wertmuller's "King Kong", her "Nashville", her "8½", her "Navigator", her "City Lights".

Vincent Canby, Sunday New York Times

3.1 The Metaphor Theory of Innovation

To Nietzsche, equating the unequal was the origin of all ideas. "The essential feature of our thought", he said "is fitting new material into old schemas... making equal what is new". Nietzsche went on to argue that truth itself is nothing more than "a mobile army of metaphors, metonymies, anthropomorphisms" whose origins in "making equal" have been forgotten.¹ The metaphor theory of innovation has rediscovered the source of the new in figurative discourse, but seems to have forgotten that making equal is a process of work involving force and the potential for either success or failure. While we shall criticise the metaphor theory for its equation between the occurrence of an "idea" and the phenomenon of innovation, it will interest us here not only as the dominant theory of innovation, but as a theory which has something to say about the circulation of scientific selections (or ideas) among different research contexts, thus pointing to a principle of research orientation. Let us now review the metaphor theory as a theory of innovation, and then confront it with the process of research encountered in the laboratory.

Imagine two scientists chatting about the progress of some protein work over a bag lunch. One takes his protein samples from the shelf and shows them to the other. He says he cannot account for the different volumes obtained in a series of experiments concerning proteins exposed to different degrees of temperature. The other suggests that perhaps the hardness of the protein particles is a relevant factor, and elaborates on particle size and behaviour. "Well," says the first scientist, turning the "worst"-looking sample around in his hands, "this protein really looks just like sand!"

Similes like this have attracted some attention in recent literature because of the role attributed to them in scientific innovation. "If the protein looks like sand," reasoned the scientist whose samples they had been, "it must be denatured. If it is denatured, its effect would be to dilute the samples, and nothing else. If it does dilute the samples just like sand, it would prove the 'dilution theory' in which everybody seems to believe. But if it does not have the same effect as sand, I can finally disprove this dilution rubbish and propose my own interpretation." Three hours later the scientist had abandoned his
previous project, gone to the storage room to find some chemically pure sand, set up a "quick and dirty" experiment designed to compare the behaviour of sand- and protein-samples under heat treatment, and nearly destroyed a perfectly good blender in the process.

But he had also built a strong case for his interpretation, for the behaviour of the sand-diluted samples differed significantly from that of the protein-diluted samples. To be sure, the results were preliminary because of the slap-dash nature of the test. Nevertheless, the comparison between protein and sand eventually led to a new theory of protein additives, and to an elaborate investigation of protein particle behaviour.

The metaphor theory of innovation assumes that such figurative comparisons as that between protein and sand are the very source of conceptual innovation. Through metaphor, two phenomena not usually associated with one another are suddenly perceived to have some kind of correspondence. This intimation of similarity between hitherto unrelated ideas allows the systems of knowledge and belief associated with each conceptual object to be brought to bear upon the other, and brings about the creative extension of knowledge. The example above is slightly more complicated, since the similarities between protein and sand suggested an experiment to expose a presumed underlying dissimilarity between the respective particles with respect to the property of denaturation. Yet it did so by bringing knowledge about the properties of one phenomenon (sand) to bear upon another (protein) whose properties were the subject of investigation.

In the literary use of metaphor, the same effect is achieved through systems of association combined with a conceptual object. For example, Dante's "hell is a lake of ice" extends the reader's previous image of hell by including in it those associations normally restricted to the "lake of ice". This creative extension of ideas is not limited to the conceptual object under consideration, for the object will also alter the image invoked to illuminate it: not only does hell become more like a lake of ice, a lake of ice becomes more like hell. This conceptual interaction as a basically symmetric relationship lies at the core of the metaphor theory of innovation.

However, conceptual interaction and symmetry of influence do not merely characterise metaphoric classifications, but are part of analogical reasoning, or similarity classifications in general. Analogical reasoning is based on a logic of resemblance in which the notion of similarity is described as logically basic, in the sense that it is presupposed from the very beginnings of language learning, and primitive, in the sense that it apparently cannot be reduced to analytic criteria. It appears that metaphoric classification is best differentiated from other kinds of analogical reasoning by the degree of distance or independence between the two conceptual systems brought together through similarity classification.

In the limiting case of "primary recognition", we can no longer distinguish between the two conceptual systems. Primary recognition refers to seeing something as something; that is, to the recognition of differential segments of our natural and social environment by identifying them in either our natural language or a professional idiolect. A scientist who said, "The stuff has gone white", as he looked at his protein samples provides an example from the laboratory in which a given stimulus is identified as an instance of a certain kind. Note that the definition of primary recognition in terms of similarity lends credence to the "theory-ladenness" of observation.

A second form of similarity classification is involved when we "interpret" a situa-
tion or "account for" a phenomenon. The scientist who noticed the white colour of his samples concluded that "the protein was precipitated", and this interpretation became the basis for further procedures. In a sense, when we determine that a given situation fits a particular interpretation, we are concluding that the current situation is analogous to those from which the interpretation was originally derived. In other words, the original situation serves as a kind of paradigm against which the new situation is matched.

Even more important is the fact that we are apt to make inferences about unobserved aspects of the new situation from the paradigm case. This making of inferences is in principle symmetrical, since the contexts of association surrounding the interpreting and the interpreted situations potentially influence each other. This can be seen in the laboratory when the outcome of a recalcitrant experiment suggests a modification of the interpretation that originally created the expectations governing the experiment. What is important here is that the classifications involved are intended—and used—in a literal way, which means that the observed situation tends to be absorbed in the similarity class that is applied to it.

Despite this tendency toward assimilation, the classified situation retains its independence as long as it is independently describable, and so does the interpretation. This becomes obvious when an interpretation is modified, revised or extended. In the above example, it was discovered that the protein had not only been precipitated, but had also been affected by the means of precipitation. Given the basic independence between an interpretation and the situation it classifies, we can also say that this kind of similarity classification involves a greater distance than primary recognition.

Metaphor can now be seen as the form of similarity classification which involves the greatest distance between the conceptual objects involved, since it would be absurd or false to take the proposed conjunction literally. Primary recognition recognises an occurrence as something. Interpretations classify an occurrence as "actually" an instance of something else. Metaphors classify occurrences as similar, but not actually the same. For example, the protein cited earlier was never actually considered to be sand. Note that a metaphor can become a literal interpretation over time, or for some specific reasons.

According to Hesse, even primary recognitions do not provide "a stable and independent list of primitive observation predicates". Nor, of course, do interpretative or metaphoric classifications establish a similarity relationship which could not be disestablished or altered with respect to the degree of distance it originally implied. Needless to say, much of the scientist's work goes into demonstrating why and to what degree some object is or is not an instance of a certain kind. Similarity relationships are not merely perceived; nor are they hidden, to be discovered once and for all, as Koestler seems to suggest. The scientist's suddenly recognised similarities include elements of decision and persuasion, and consequently of change as well. In this sense, the similarities which underlie a metaphor or an analogy are complex rather than primitive, fragile and temporary rather than basic and stable.

Because of their figurative character, metaphors may show this more clearly than literal interpretations. But the important point about metaphor, as stressed initially, is not the figurative character of the similarity relationship established between the objects brought together, but the conceptual interaction and subsequent extension of knowledge to which it leads. However, the conceptual interaction is not limited to the
use of metaphor, but seems to be a routine feature of "displacements of concepts" in general. 10

Conceptual objects are regularly transferred to instances beyond their original range of application, and displaced into contexts which differ from their established situation. Moreover, they are extended to problems clearly distinct from those they have previously been used to solve. It is this difference of some sort which is reflected in the distinct descriptions of the two objects brought together, and bridged by analogical reasoning. Conceptual interaction emerges from the different universes of knowledge or belief associated with the distinctive descriptions brought together by a presumed similarity.

While an analogy is a prerequisite for conceptual interaction, it need not be figurative: when two situations or problems are seen as similar, the knowledge of one will be extended to the other, just as with a figurative similarity. The move toward the inclusion of a non-figurative analogy is important not only because of the dominance of analogical reasoning in the laboratory, but also because it allows us to see that the process by which knowledge is analogically extended is at the same time a process by which selections (or ideas) are circulated and transformed through the medium of recontextualisation. A perceived analogy acts as a vehicle through which a scientific object is circulated from a preceding (research) context to a new (research) one. The interaction invoked by the metaphor theory of innovation is part of the process of transformation which follows upon the recontextualisation of the circulated object. Both scientific change and that solidification of knowledge known as "consensus formation" tie into this process of circulation and transformation, and both are part of what comes to be considered as the core of innovation.

3.2 The Scientists' Accounts of Innovation

The previous section suggests that the social scientist's account of innovation in terms of metaphor must be extended to analogical reasoning in general, since conceptual interaction (and the extension of knowledge it breeds) cannot be limited to figurative similarity relationships. The argument here is that the scientists' own accounts of innovation display such a broadened perspective, since they link innovation to the making of analogies in a much more general sense than that postulated by the metaphor theory of innovation. When scientists were asked to explain the origin of an idea they considered to be innovative, they generally displayed themselves as analogical reasoners who built their "innovative" research upon a perceived similarity between hitherto unrelated problem contexts.

Let us consider the story of Holzman, a biochemist who told me about his work on the isolation of hormones in a mould—a line of research he traced back to a colleague's idea that steroids might be involved in the transformation processes the mould underwent. He explained that the colleague, a biologist named Becker, seemed to be attracted by the problem of the slime mould:

"She is not the only one interested in this mould. Many biologists like it because it is a model of differentiation. It changes from an animal to a plant as the result of some hormonal stimulation."

Becker was aware that steroids are involved in the reproduction of many life forms.
When she became pregnant, it "occurred" to her that the as yet unknown hormone which stimulated the transformation of the mould might be a steroid:

"Her original discovery was that, while she was pregnant, her own urine (which contains steroids) would stimulate the mould to undergo this conversion. The idea that steroids are involved in the reproduction of even the lowest forms of life is not new . . . although most biologists still don't accept it. Anyhow, she, uh, tried it, and it worked. I mean, what happens is very spectacular. These bugs are like amoeba, they crawl around on a plate of agar, and one of them will make a hormone whose nature was unknown at that time. When one creature makes this hormone, the other creatures congregate around this individual. In other words, this substance acts as an attractant. And after they all get together, they undergo this phenomenal transformation from amoeboid, animal-like creatures to a regular mould, you know. . . ."

The isolation of the hormone in the laboratory was complicated by the fact that subsequent attempts to stimulate the mould with Becker's urine did not work out. According to Holzman:

"It was not a real effect. No one could ever repeat (it). She had a good hunch that steroids were involved, but she had the wrong observations."

Consequently, Holzman turned to a more direct way of trying to isolate the hormone:

"So anyhow, she brought in this pregnancy urine. I was working on, uh, steroid hormones in urine, among other things, and I knew how to isolate them. I used my methods, and what I got out of her urine didn't work at all. I had some hormones in the lab in pure form, and they didn't work either. Then I had the idea of going to the mould directly. During the time that this congregation of individuals takes place, there must be more of this hormone present. So I thought that if we, uh, go to this mould directly and then isolate from it the fraction that is biologically active, that causes this attraction, we will find out what this hormone is. So we did this, using methods that I had developed over the years . . . you have to use fractionation methods, you know. In deciding which fraction to keep and which to throw away, you have to have a bioassay method. So—after your separation, you take the individual fractions and test them and see whether they cause aggregation. We did that together, and lo and behold, one of the fractions had the ability to cause aggregation. And this happened to be a steroid. Since then, other steroids have been isolated from all kinds of mould. They also have sex hormone activity. They are not related to the sex hormone that women have in pregnancy. They are steroids, but they are in a different class of steroids" (6-18/5).

The similarity underlying Becker's attempt to stimulate the mould with the help of pregnancy urine is that between the transformation of the mould and reproduction in other forms of life. Since the latter often involves steroids, Becker had "a good hunch" that steroids might be involved in the transformation of the mould as well. In the scientist's account, the notion that the unknown hormones might very well be steroids is based on establishing a similarity between two contexts and transferring a single element from one context to another.

The following story shows a similar pattern. It was told by the same biochemist, and
involves the group he supervised:

"This happened when we already had a small group, and I was interested in finding out how steroids were synthesised in plants. These are plant steroids, and there are all kinds of theories on how they are made. But nobody really knew. So we were working away, and doing pretty pedestrian stuff, until one of my colleagues found... a lot of radioactivity incorporated in a particular fraction present in such minute quantities that we couldn't identify the material. But talking among ourselves, we came to the conclusion that it could be cholesterol. There was another man in the group who was working on unrelated problems and had a similar observation... Then they pooled their resources—and, uh, of course, mine too—and together we came up with the conclusion that this was in fact cholesterol. This opened up a whole series of experiments which culminated in the fact that cholesterol—which up to then was considered to be an animal product that wasn't even present in plants—is actually the substance from which all plant steroids are made. And this is, uh, very significant: we can now trace the biosynthesis of plant steroids very easily by administering radioactive cholesterol and seeing what transformations it has to go through before it becomes one of those many, many steroids that occur in plants."

When I asked how the group had arrived at its joint conclusion, he said:

"You see, I had been working on people up to then. And, although it wasn't very clear at the time I started, it became increasingly evident—from my own work and that of other people—that cholesterol in animals and people is the key substance from which all other steroids are made.

But it was believed at the time that 'plants do not contain cholesterol'. So first there was my colleagues' discovery that radioactivity accumulated in a certain fraction... The link (between the observation of accumulated radioactivity and the idea that the substance was cholesterol) was that that's what you would expect in animals. That's what we, as well as other people, had previously observed. But that the same thing could happen in plants was completely unexpected, because until then nobody even suspected that plants contain cholesterol" (14-5/2, emphasis added.)

The observation of accumulated radioactivity in a certain fraction of plant material (together with other aspects of the problem) provided a context close enough to that of cholesterol-formation in animals to suggest the "idea" that cholesterol was also formed in plants, despite the prevailing contrary opinion. (I should note that at least part of the idea's attractiveness arose from its opposition to established beliefs.) Thus, we again find the circulation of an element from one context to another which was sufficiently similar to the original to both suggest and warrant the transfer. These two examples can also be considered in terms of the result of the transfer: in both cases, the scientists found an explanation for an unknown phenomenon by assimilating it with a known one; that is, to the operation of steroids in reproduction, and of cholesterol in animals. Other accounts of the origin of research results called "innovative" did not invoke the context of explanation, yet implied the same pattern of circulation by analogy.

In the following account (a summary of comments made by scientists during the period of observation), the transposed element is an enzymatic procedure. Walter, a
technologist, found that a certain plant protein contained an expectably high amount of toxic solanine. During the latter part of my observations, he virtually ignored the problem, since it had no immediate bearing on the research in progress, nor on any projected publication. Nonetheless, he was bothered by it, and occasionally spoke of the need to eliminate or reduce the amount of solanine. At one point, he wondered if the elimination of solanine couldn’t become a by-product of other, more pressing experiments.

He discussed his plan with Holzman, who had worked on solanine for many years. Holzman felt that Walter’s method held no promise of success, but mentioned that his own laboratory had successfully eliminated a similar toxic compound from another plant by using an enzymatic procedure, in work that as yet had not been published.

Walter immediately picked up on the “idea” of using Holzman’s enzymatic procedure to eliminate the solanine from his own proteins:

“I think I had the advantage of being the only one who got the message (about the existence and the success of Holzman’s enzymatic procedure), and the only one who understood its implications (for the elimination of solanine).”

Both Scientists deemed it highly probable that an equivalent enzymatic procedure would work with the plant material, but Holzman was “not interested” in doing the necessary research himself, being “too settled on chromatography and his own projects”. For Walter, Holzman’s disinterest presented an excellent opportunity not only “to solve the problem”, but to distinguish himself by exploiting an idea which would otherwise not be used.

Note that when Walter first heard about the enzymatic procedure, he immediately saw it as the key to solving the problem of solanine elimination, despite the fact that the procedure had been established for use with a different plant and a different toxic compound. But the contextual similarities between the problem of solanine elimination and the problem for which Holzman had developed the procedure were sufficiently appealing to suggest a transference of the “idea”. Of course, the “transfer” involved both modification and adaptation, thus requiring an actual transformation of the procedure involved.

I encountered many cases of this sort during the period of observation. For example, one of the scientists involved in plant protein generation had been given a report written by the head of his group after visiting research groups in various industrial and non-industrial countries. The report mentioned in passing, the scientist said, that “the people at NN tried to enrich soft drinks with protein and found that the protein colour of the samples became lighter when citric acid was applied in the process”. Samples had been sent to them by the head of the group for the respective protein-additive tests. Since the scientist was interested in obtaining a protein powder which was as light as possible, the idea of using citric acid as a non-polluting coagulant seemed promising enough to justify a series of experiments (3-15/1).

While the previous examples illustrate the transfer of a method or procedure from one context to another, the following account (drawn from the food engineering group at the institute I observed) involves the transfer of a type of solution. The group leader explained the origin of their current research efforts in sweet corn processing. The
The problem, as described by the research leader, is that:

"The corn is cut with a knife, (and in) doing so you create a tremendous amount of effluent during the washing step and lose all of the flavour of the product. . . . This is something that everybody (who has) worked in the food industry and seen corn processing plants is aware of."

The scientists began to look at this process when "a group upstairs" suggested that they ought to be working on a "big project". The project head, whose background is in chemical engineering, continued:

"So we said OK, we'll show you that we can do a big project. . . . We formed a group and started to look at ways of changing the process completely. . . . It is intuitively obvious that you have to keep the corn kernel intact, because if you break it open everything is leached out. So we had to go to a process that stripped the kernel off the cob without damaging the body of the kernel. We went to the literature and found the patents, plenty of them. People had frozen the cob and broken off the kernels, (there were) a number of cutting techniques, etc. . . . R. came up with the idea of splitting the cob in half and then wiping the kernels off with a belt. Well, they started out with a belt like this and went through many different types of belts before they finally ended up with one that worked. So we now have a technology, at least in its infancy, that can produce unit kernels. But right after the start of the project, after the first season, we realised that the corn cob itself was designed to frustrate the removal of kernels by a rolling or plucking action, as we called it."

The scientist was very familiar with a solution that had played a key role in efforts to solve mechanical harvesting problems, and this familiarity allowed for a transfer of the solution:

"In the tomato industry, mechanical harvesting was successful only because they were able to develop a variety that could be mechanically harvested. And the thing that occurred to me to do was to check around, to find out if there (was) a corn that is loosely held and more suitable for the kind of mechanical stripping we were talking about. I made a few phone calls around the country to people I had worked with in the past who knew something about sweet corn. After two or three calls, I was directed to one of the key corn breeders in the country. It turns out that this fellow had been breeding corn for 25 years trying to get a variety that was very loosely held, for fresh market consumption. But it was a sweet corn without the little pieces of tissue at the base of the kernels that get stuck in your teeth. He had bred corn with two rows, four rows, square cobs. So he pulls out (this corn) and shows (it to) me, and it is the type of thing where, when it is at the proper maturity for processing, the kernels roll right out. He had just increased the amount of seed to the point at which he could go to Florida that winter and grow the first handful for commercial testing. We got the first handful, and this year we got the first pound of the seed. We have been able to evaluate it, and indeed it is the type of raw material that will allow . . . (mechanical) processing" (7-30).

There is no need for further accounts to illustrate the kind of analogical reasoning.
outlined initially. It should also be clear that the extension of knowledge based upon the interaction of similar instances is essentially a symmetrical process. For example, not only did the familiar operation of steroids in the reproduction of certain forms of life suggest a similar role in the transformation of slime mould, but the knowledge of the hormone itself changed to include a series of steroids subsequently isolated from all kinds of moulds. Similar changes occurred with regard to cholesterol, to the enzymatic procedure proposed to remove toxic compounds from certain plants, and to the bleaching and precipitating effect of citric acid. But it should also be clear from these accounts that the transformations did not result from mere conceptual interaction, but from a process of production and reproduction.

3.3 Analogy Relations and the Opportunistic Logic of Research

"Usually, the beginning of a piece of research is when something strikes a spark on one’s imagination: something one does not know seems a particularly fascinating thing to try and find out. Partly, the thing itself seems important and fascinating in its own right, partly, one has intimations that one can find it out. That is where the spark comes in—the intimation that one actually can find it out gives one a particular thrill that is irresistible. There is a flash, and as with love one knows that one is in it" (William Cooper, The Struggles of Albert Woods).

Let us now look at these scientific accounts of innovation from a different angle, as accounts of events in the process of research production. What does the occurrence of an "idea" based on analogical inference mean in this process? The first thing to note is that the "ideas" which mark either an analogical transfer or the occurrence of a metaphor take on the character of solutions. We have already noted that the very significance of analogical reasoning in this context lies in the fact that it brings knowledge from a familiar, well-known, clear case to bear upon an unclear, less familiar, problematic situation. Thus, the analogical relation mobilises a resource which creates an opportunity for success: since the knowledge mobilised by the analogy or metaphor has already worked in a similar context, it seems likely that it can be made to work, given appropriate modifications, in the new situation.

It is precisely this promise of success to which Albert Woods refers in the quote from William Cooper’s tale of an experimental chemist. It is the intimation that one can actually find it out that brings the irresistible thrill. And it is this promise of success associated with the "unsatisfied capacity" of the scientists’ analogical transfers which lurks behind the talk of an idea’s “interest”.

The most immediate consequence of this line of reasoning points to a difference between the "ideas" of the laboratory and the "hypotheses" of methodological vernacular. If the "ideas" marking an analogical relation display themselves as unrealised solutions holding a promise of success, then the research associated with such ideas assumes a peculiar post hoc quality; that is, the investigation is undertaken only after the solution has been found. Seeing such ideas as unrealised solutions contrasts sharply with the notion that they are, logically speaking, hypotheses, or ex ante conjectures about a phenomenon subjected to test in the research process.

Hypotheses are tried against data in order to determine, ultimately, whether they are true or false, or one of their weaker substitutes such as confirmed/disconfirmed or
tenable/untenable. They require that the data collected through research be indepen­
dent arbiters of the propositions they contain. Ideas that are actually unrealised solu­
tions mobilised by an analogical relation cannot assume such independence. Unrealised solutions are not tried against data, but made to work by scientists actively engaged in
constructing the results anticipated by the solution. They can be made to work dif­
derently by different scientists, depending on practical circumstances, and they are
made to work with different degrees of success.

I do not mean to suggest that realising a solution is a simple, smooth or brief under­
taking, but instead, that making a solution work raises other questions than those
specified by the language of hypothesis-testing. The standards against which the ideas
of the laboratory are measured do not refer to the world of theoretical interpretatation,
but to a world of instrumentation, collaboration, publication and investment. In short,
to a process of production whose products are specified by what can be done. Unreali­
ed solutions do not eliminate problems, fruitless searches or outright failures from the
process of research. But they do turn the open ground of unresolved research into the
closed program of a production line. It is unrealised solutions—not problems—which
take the lead in this process of production, and the power associated with unrealised
capacities that drives the research process forward. And where it goes depends upon
where its greatest capacities lie.

This does mean, of course, that the opportunistic logic of research has a direction,
even though the direction may be only transient and temporary. The occurrence of an
unrealised solution is important to scientists in that they take it as an organising prin­
ciple for subsequent actions and selections. It provides a principle for reevaluating
previous priorities, and introduces new equivalences. It makes some decision transla­
tions more salient and downgrades others. In a literal sense, it establishes order in the
sense that it provides the very principles of selection upon which continued action is
predicated.

It is interesting to note that unlike what we expect from logic in general, consistency
does not seem to be an inherent part of the order created by an opportunistic logic. The
selections of the research process are not validated on the basis of an impartial indi­
vidual hearing, but matter primarily in relation to the practical circumstances of ac­
tion as structured and organised by unrealised solutions.

This explains why it is possible to find an entire research effort built upon a dual
string of decision translations that run counter to each other. Or why such factors as
cost or toxicity may be considered and not considered in the very same proje ct. Deci­
sion translations emerge from the frame of reference surrounding an unrealised solu­
tion which has taken the lead in a process of research. Given the potential of single cell
proteins, the cost of smashing the cell walls by using liquid CO₂ was conspicuously
neglected.

In general, we cannot explain away the discrepancy between the propagation of a
particular decision translation in regard to an unrealised solution, and its neglect in the
process of realisation by claiming that the scientists had no other choice. For example,
several alternative coagulants were usually available in the protein research, and were
actually explored in the work, as we shall see later on.
3.4 The Opportunism and the Conservatism of Analogical Reasoning

Referring to the logic of research as opportunistic not only brings space and time back into scientific procedure and dissolves a particular "scientific" rationality into situated, circumstantial reasonings, but also points to the scientists’ organisation of selections in terms of perceived opportunities associated with similarity-relations. To be sure, these opportunities are actively pursued by scientists, who are not, as I encountered them in the laboratory, unconcerned tinkerers dallying with the bricolage of a work of art. The reasoning of the laboratory is personally interested, a point to which we shall return. The scientists’ tendency to respond to "ideas" as "solutions" manifests this interest, as does their concern with risks.

It is clear that the post-hoc character of the research initiated by a solution does not rule out the possibility of failure and mistake. As suggested before, solutions as problem translations are themselves problematic, in that they raise further problems to be solved. Realising the idea that steroids might be involved in the transformation of slime mould posed the problem, first, of isolating the steroids, and then, of proper identification. A scientist’s hunch about how such subsequent problems can be solved is not always correct, as we have seen in the case of the slime mould. Furthermore, problems may have to be attended to even if an attractive or reasonably satisfactory solution is not in sight. To paraphrase Albert Woods, scientists cannot always lay themselves open for something to strike a spark on them—they may have to strike a spark on it, and do so within a limited amount of time. This also implies a certain risk of failure.

Scientists at the centre I observed were well aware of these risks. When discussing new ideas, they displayed a full range of circumstantial reasoning with which these risks could be evaluated. Involved with an idea’s "interest" were the chances of convincing the research leader of its value, being able to recruit laboratory assistants, finding the necessary equipment, being the first to publish, having time to do the work, etc. As René, a chemist, told me in regard to his own innovative ideas:

"You try to discriminate. You can get one idea a day, or . . . (in) two days, or one a week, and you discriminate (in terms of) your time and your ability to use it. You know, we have idea files, either in our minds or on paper, but you can’t spend a lot of your time on things you don’t have the opportunity to perform, or to prove, or to verify. So you try to limit your interest to the idea you know is going to be most productive as quickly as possible within the frame of facilities at hand" (9-27/9, emphasis added).

The biochemist Holzman’s version of this was that he said he usually knew what he should drop and what he should pick up on. A lot of unsuccessful scientists, he said, "are not dumb, they just work on the wrong things". He felt that "if you are up against terrific competition, there is no sense in struggling. By now, I can gauge these success factors, and my own secret of success is that I work on things that aren’t too unlikely to work out" (9-29/4). The scientists I listened to were not only aware of the risks associated with their analogy-based "ideas", but were also concerned with keeping these risks at a low level.

When scientists follow the lead of an unrealised solution, they do not foolishly commit themselves to a journey of unknown destination and uncertain arrival time, in which the chances of getting anywhere at all are poor. Instead, they choose a known destination at which it seems likely they will arrive not only on time, but ahead of
everyone else. There seems no reason to believe that scientists are, by nature or by necessity, devoted to risk taking. Research as a high-risk enterprise may reflect the feelings of those who finance it in hope of obtaining a specific result. It does not reflect the reasoning of scientists in the laboratory.

Scientists can build their own success on almost any “solution”, provided they can follow its lead and make it work. Consequently, many of their arguments focus on securing such opportunities, and on sorting out the circumstances which will allow them “to be most productive as quickly as possible within the frame of facilities at hand”. Analogical transfers provide a firm ground for controlled risks, since they mobilise a solution which has already been proven to work, albeit in another context.

The scientists’ analogy-based innovations imply a conservative strategy in more than one sense: first, that one starts from an unrealised solution rather than an open problem; and second, that one follows the lead of ideas which hold the greatest promise of success, rather than expose oneself to risks and uncertainties. Generally speaking, the interest of an “innovation idea” is not that it is new, but that it is old—in the sense that it draws upon available knowledge as a source for producing knowledge. In this process, previous selections are circulated to new areas rather than being invented, and thereby reproduced and transformed. Thus, in so far as analogy-based “discovery” represents the spatial expansion of previous selections into new territories, it is part of “consensus formation” and the solidification of knowledge. If the respective recontextualisation leads to a transformation of scientific objects, it is part of scientific change. In both cases, the circulated objects enter a process of conversion in a new research context, and thereby generate new scientific objects. To the scientist, they constitute a resource mobilised in a process of production.

If this process is characterised by practical reproduction, then the hallmark of an analogical extension of knowledge is not mere “conceptual” interaction, but the mobilisation of resources for making things work in the ongoing process of laboratory production, and the transformation of the selections transferred through this process. Resources are not only “ideas”, but available instruments, source materials available from colleagues, effective lines of laboratory action, scientists who might be consulted, timings, quantifications, successful composition formulae—in short, whatever contributes to the mobilisation and instantiation of a means of production.

In the case of the slime mould, the idea that the hormones involved might be steroids suggested an array of isolation methods and a laboratory equipped with the necessary instruments, as well as a group of scientists “interested” in the work and a journal in which to publish the results. It triggered the idea of using purified hormones and led, through laboratory work, to the discovery that the steroids involved differed from those found in the urine of pregnant women. Subsequent research led to the discovery of steroids in all kinds of moulds, and to the identification and exploration of their various characteristics.

Just as the analogies relevant here are not simply “ideas”, so “conceptual interaction” is not merely “conceptual”. The new results initiated by the creation of an analogy are not just derived from the associations invoked by a striking and unexpected similarity (as in the literary use of analogical reasoning), but are grounded in the transformations of knowledge which result from laboratory reproduction. The process is material, and has material consequences.
3.5 Ethnotheories of Innovation, or the Assumptions Behind Accounts of Innovation

"You asked me where the origin is—I remember the origin of everything because it isn't something you simply drift into! (In research) you have a concept based on somebody else's work, you are standing on somebody else's shoulders, you are putting two pieces of something else together. But when an idea comes, it comes. It's not something that develops from a series of routine investigations!

There are maybe half a dozen developments that we have been involved in, and I think each one has its own origin. There is no pattern to the origin of ideas!" (emphasis added).

Thus far we have looked at the metaphor theory of innovation advanced by the logic of science and found that it needs to be extended to include a more general form of reasoning by analogy. We have heard scientific accounts of the origin of various research efforts, and discovered that analogy-based "ideas" are indeed pervasive in what is considered innovative work. We have been confronted with the social scientist's interpretation of the role of metaphor and analogical transfer in research production. And we have qualified this analogical reasoning as "conservative", since it implies a reproduction and solidification of previous selections, and the controlled risk of transformations associated with the circulation of scientific objects. We can now return to metaphor and analogy as the basis for a theory of innovation. To begin, let us examine some ethnotheories of innovation held by scientists themselves.

The quotation which heads this section is from a chemist, René, who had made his reputation by developing a microbiological assay of proteins using the microorganism *Tetrahymena pyriformis* W. In a nutshell, the theory of innovation contained in his statement is a version of the "lightning bolt" theory of creativity, which holds that ideas come out of the blue, rather than emerge as the (logical) result of previous investigations. But before the conversation was completed, he suggested two other theories of innovation. For example:

"... as far as the innovations are concerned, I think it means ... perceiving what the state (of affairs) is and taking what, in your mind, is the next logical step. ... Maybe that's what creativity is—summing everything up, putting it together, and getting a new answer. ... It's a logical, a logical sequence of events which may not (look) so logical to someone else, and it ends up being 'creative'. But I think most of it is going down the path, exploring and prospecting the road as you go along" (emphasis added).

Later, while discussing the group's "fortuitous" observation, during an experiment on a physical effect of humidity, that there was an optimum where they had expected a linear decreasing relationship, René said:

"... so this was an anomaly, right? *The trick in all this, in what you might call innovations, is observing the anomaly*—what is different about this set of characteristics? And I think if you characterise any of the accomplishments (of science) it says: you tried something, you did something, you found an anomaly, and (you investigated) the reason for the anomaly. Investigate the anomaly!" (8-5/1, emphasis added).

In addition to the lightning bolt theory of innovation, we are exposed to a "logical"
theory in which discovery is nothing more than one step in a logical series of events, and an "anomaly" theory in which innovation is bred by the occurrence of unexpected events and relationships. These ethnotheories of innovation appear to contradict one another, especially since they were promoted by a single scientist in regard to a single context. Yet there is no necessary contradiction. "Ideas" can indeed be triggered by anomalies which require explanation. And while the occurrence of an "innovative idea" may seem pure chance in terms of prediction, it can also be a step in a logical sequence of events when one reconstructs a research problem after the fact. What actually happened, then, is that the scientist looked at a single process from three points-of-view, and his theories reflect different aspects of this process. He also answered somewhat different questions in each of his theories.

Let us now consider the social scientist's theory of innovation by means of metaphor or analogy. It adds to the picture painted by the above ethnotheories in that it tells us something about how an "idea" leads to a creative extension of knowledge by mobilising knowledge from a different context. Yet like the ethnotheories of innovation, it proceeds selectively. For example, it does not address the question of when an innovative idea tends to occur (as does the anomaly theory). Nor does it consider the question of how an innovative idea relates to preceding research (as does the logical theory).

More important, the metaphor/analogy account of innovation is based on a series of assumptions which tend to obscure, rather than illuminate, the process of practical research. A theory of innovation which draws upon metaphor and analogical transfer is streamlined in terms of a clearly identified, successful end-product of investigation. It begins by assuming the existence of an innovation with a name and an author, located in time through publication or participants' accounts. In other words, it assumes that the "who", "when" and "what" of an "innovation" or "discovery" have been settled (or can be settled by means of further enquiry), and answers the question "how" by reference to conceptual interaction and the extension of knowledge induced by establishing a similarity relationship.

However, "innovations" are embedded in a past and future of constructive (and destructive) work. When we look at this process in sufficient detail, we see that questions of date and authorship are not settled by the mere existence of a phenomenon called innovation, nor do they seem to get settled through close empirical studies of the phenomenon. Instead, clearcut answers to such questions require that decisions be made about what is and what is not significant with a view to the end product of innovation.

For example, we cannot assume that the person who invokes an analogy, the one who works out the experiments and the one who gains credit for the work are one and the same. The comparison cited earlier between protein and sand was made by a scientist who had nothing to do with the research in question, and arose from a simple chat between colleagues. Needless to say, the question of an "idea's" authorship is by no means settled by the scientists themselves, and one need not cite disputes over priority in the published literature to see this point illustrated. In accounts of "their own" innovations, the scientists often blurred what they had to say about the origins. For example, the biochemist who told me about the discovery of cholesterol in plants began by saying that "they (his colleagues) pooled their resources—and, uh, of course, mine too—and together we came up with the conclusion that this was in fact cholesterol"
only to end up, some 15 minutes later, talking about "my idea that cholesterol is present in all plants. . . ."

Questions of authorship and the timing of innovation are the established battlefield for historians of science, and as such need not bother the theorist interested in the logic of conceptual interaction. But to a degree they will bother the social scientist who observes a process of research. Does one credit the scientist who jokingly points to a similarity, or the one who links the idea to a workable procedure? The post-doctoral researcher who performed the experiment, or the technicians and research leaders? And what does one count as the "origin", apart from the question of who was the originator? Why not the observation that the urine of pregnant women stimulates the transformation of the slime mould, rather than the "idea" that steroids may be involved in that transformation?

Of course, these questions are of an analytic rather than practical nature. In practice, the necessary decisions are routinely made in an ad hoc fashion, and vary among different purposes and observers. The metaphor or analogy theory of innovation does not specify which decision criteria should be preferred in such cases. And the observer of laboratory research cannot as yet dispose of the integrating principle of an acknowledged and identified "innovation" for which a history can be reconstructed.

This brings us to a second point about the assumptions implicit in the metaphor or analogy theory, and one which is relevant as long as this theory claims to be one of innovation. As indicated earlier, this theory tries to explain the (conceptual) origin of innovation by starting from the successful end products of research—those which qualify as "innovations". Having presupposed that innovation is a given, unproblematic phenomenon, the theory then jumps to an "origin" located in the conceptual sphere. We can also say that it identifies innovation with the conceptual occurrence of an analogy or metaphor, since it virtually ignores the process of research production which ties these two end-points together.15

Questions of timing and authorship refer us to this process, yet they are only part of the more general question of how a research result becomes an "innovation". It is hard to see how this question could be approached without due consideration of the process of production and reproduction of research, for it is here that the ideas of the laboratory are turned into "innovations". In consequence, any theory of innovation will have to be grounded in this process.

3.6 A Metaphor- or Analogy-Theory of Failure and Mistake

To expound the thesis, let us suppose for a moment that we are not interested in a theory of scientific innovation, but in one of scientific failure and mistake. The laboratory provides ample evidence of such failures. Indeed, all we have to do is to take one of the accounts of "innovation" presented earlier and place it into an ever larger context of ongoing research which surrounds it. What we end up with is a genealogy of failures which at one point seemed to be (or actually were) successful innovations. For example, the use of ferric chloride to precipitate protein (see Chapter 2) was embedded in a whole chain of similar "ideas", each involving an analogical transfer, and most leading to specific research efforts.

To choose an arbitrary starting point, the first such transfer involved phosphoric acid. The method had just been published and documented in a biochemical context. It
seemed particularly attractive since the major author also worked at the research centre. Having access to the method’s author meant a quick transfer of know-how resulting in an easier process of adaptation. It could also mean collaboration, and consequently, access to equipment, material and laboratory-assistance pretrained for the purpose.

But after further exploration, interest in the method faded away, since the previous context did “not really match” the new situation. For example, the experiments had to be conducted under nitrogen, which was difficult in the large-scale laboratory needed to generate large quantities of protein. Moreover, another paper suggested that phosphoric acid would generate toxic side-effects. And finally, the method could prove very expensive on a large scale. Nevertheless, the method was pursued until one scientist happened to read about ferric chloride, which immediately struck him as a “better idea”.

The “discovery” of ferric chloride not only sealed the fate of phosphoric acid as a non-solution, but also marked a change in the research focus. As we have heard in Chapter 2, the generation of protein from plants became a research topic in its own right, replacing the original interest in doing biological assay tests with rats (for which large amounts of protein were needed). Ferric chloride was made to work in subsequent experiments, and the resulting proteins were highly soluble—a property considered highly desirable.

So ferric chloride proved to be a success and remained so throughout the period of observation, as indicated by a quickly published paper dedicated to the promotion of the method. More specifically, it was a success from the point of view of protein generation. This success was threatened, however, so long as the protein could not be adequately purified. As a result, much effort went into an attempt to solidify the success by finding a means of purification.

One idea was suggested in a somewhat ad hoc fashion when, on the eve of a large-scale experiment, it was discovered that the laboratory had run out of the necessary adsorbing agent. Since the date of the experiments could not be changed, there was no time to order the chemicals. In the somewhat nervous discussions which followed, a colleague suggested an adsorbent which had worked in his previous research on proteins. The other scientists did not seem intrigued with the idea, expecting that it would be difficult to remove the adsorbent from the proteins. Yet once they got started, attempts to purify the protein with this adsorbent agent went on for several months.

At one point, the results were enthusiastically described as “better than anything achieved so far”, the implicit reference being to another group at the institute which had failed “for 25 years” to isolate and purify a similar protein. However, this success was short-lived; after they looked at the results of chemical composition tests, the scientists qualified it as an artifact. Shortly thereafter, the attempt to work with this adsorbent was abandoned altogether.

While these efforts to use the adsorbent were still under way, the “idea” of using citric acid was picked up from the research leader’s travel report, as mentioned before. As it turned out, citric acid could not only be used in place of the adsorbent to alter the disturbing properties of the proteins, but could also substitute for ferric chloride as a method of protein generation. The experiments were begun in the autumn of 1976, toward the end of my observations, and mark the beginning of the deconstruction of the success of ferric chloride. This deconstruction was not completed until 18 months
later, when some of the data on citric acid were finally analysed and reported in a paper demonstrating its advantages over ferric chloride. Some such demonstration had been anticipated when the scientists turned to using aluminium sulphate instead of ferric chloride, an "idea" which came up in a discussion with a visitor from Israel who suggested that it had been used in the context of environmental research in his country. Since the resulting proteins had a lower nitrogen solubility and other less desirable properties than those obtained with ferric chloride, the method had been qualified as a failure. However, this did not prevent the scientists from publishing the results in a paper which compared several methods. At the time, this failure had strengthened, rather than threatened, the potential of ferric chloride.

In the meantime, two other research lines have been actively pursued. One involves the chemical modification of the protein molecule, a procedure which allows for engineering the properties of the proteins. As a consequence, all of the previously "successful" methods may be deconstructed, since protein properties are no longer a decisive criterion for their success or failure. Note, however, that this potential deconstruction did not hinder the scientists from promoting citric acid as a successful coagulant in a paper which has been submitted for publication. The second effort involves an enzymatic weakening and subsequent mechanical destruction of the cell walls of certain microbes in order to obtain the protein found in the cell juice. Since these microbes are available in immense quantities, the potential of this procedure also bodes ill for the use of ferric chloride, or its present substitute, citric acid.

The last two procedures are too new to predict their eventual fate (although there are indications that the chemical engineering of proteins will be abandoned because of the associated hazards). But the fragments of the process presented above demonstrate that one need not go outside the laboratory to observe the demolition and replacement of previously successful innovations: the scientists themselves constantly engage in such deconstructions and transformations. Moreover, many ideas which seem "innovative" and "promising" in the laboratory do not work out under practical circumstances, or are abandoned before being tested experimentally. Our genealogy of methods used in protein generation, beginning with the projected use of phosphoric acid and continuing through ferric chloride (and its ramifications) to aluminium sulphate and citric acid, includes both kinds of failure. Since the origin of each method is marked by the circulation or a "displacement" of knowledge from one context to another, why not propose a theory which traces the origin of scientific failure back to the occurrence of analogical reasoning?

The point here is simple but consequential: analogical transfers of "ideas", as well as metaphors, are routine features of both scientific and everyday reasoning. They occur as often in the case of "blind alleys", "degenerative problem-shifts", or simple failures to make something work as they do in "innovative" successes. Thus, a theory of innovation which limits itself to an account in terms of conceptual interaction induced by analogical relations must recognise that it is at the same time a theory of failure and mistake. It does not discriminate between the differing degrees of success that analogy-based "ideas" encounter in the process of research. Without a due consideration of this process, the fate of "ideas" remains uncertain. I have said that "ideas" based on metaphor or analogical transfer orient research in terms of the resources they mobilise and the investment opportunities they open up. Closure of this process is achieved through the active constructions of the laboratory; that is, through negotia-
tion and instrumental fabrication. Innovations, then, are not the beginning, but the transient and temporary end-product of this process.

3.7 Conclusion

What conclusions can we draw with respect to the metaphor theory of innovation? We have heard that invoking a metaphor or an analogy mobilises a source-model (Harre) which serves to illuminate a new situation. This is undoubtedly why ancient rhetoric, demagogy and the more general art of persuasion make such systematic use of analogical relations. Yet the invocation of a metaphor or an analogy is not in itself a piece of "scientific innovation". Research products classified as scientific innovations must include a crucial element of construction and success: success in the laboratory, success in its adoption by other scientists, success in convincing others that the product is in fact an "innovation".

The metaphor theory of innovation does not look at the fabrication and negotiation, or the construction and deconstruction which either establishes or demolishes a "scientific innovation". We have said that the metaphor account of innovation must be extended to include analogy in general, but it must also be restricted in its claim that it accounts for scientific innovation. Reference to metaphor and analogy tells us something about the sources and consequences of problem shifts, and about the circulation and transformation of selections in scientific—as well as everyday—practical reasoning. It suggests how scientists come to be intrigued by analogy-based "ideas", qualified as "solutions", and why their research is orientated by the "opportunities" they provide.

But reference to metaphor or analogy tells us nothing about whether the problem shifts will be, in Lakatos' terms, progressive or degenerative; that is, whether they will be viewed as failures, or as innovations. Studies of metaphor and analogy in science are only concerned with those similes and conceptual shifts that have made their way into the literature. But the process of research production and reproduction is more complex than the equation of metaphor and innovation suggests.

Notes


3. The example is cited in Hesse (1970, e.g. 167).

4. In spite of numerous calls for definition, the notion of similarity has been notoriously resistant to precise explication. Defining resemblance between two objects in terms of the number of properties held in common leads to a sorry state in which nearly any two objects could be seen as common members of some broader class. Set theory definitions which hold that all members of a set are more similar to one another than to things outside the set fall prey to Goodman's problem of imperfect community. For example, while all red round things, red wooden things, and round wooden things would meet the definition, we would not want to admit round dinner tables and red rubber balls as members of the same set. For a more extensive discussion of this problem, see Quine (1969, Chapter 5) or Goodman (1966: 163 ff.). According to Quine, similarity classifications are pervasive: the notions of induction, causality, and disposition to react can all be defined in terms of similarity classes. See Quine (1969: 125 ff. and 144 ff.).

5. cf. Hesse (1974, Chapter 1). Hesse approaches the relationship between theory and observation from the
perspective of a logic of resemblance which does not require an ultimate definition of what the primitive resemblance between the properties of two objects is.

6. For a summary of what cognitive psychology has to say in regard to the interaction between theory and data in science, see de Mey (1980).

7. For a general discussion of shifts of meaning, and particularly shifts in the degree of "entrenchment" of terms used in primary recognition in our natural language, see Hesse (1974: 14 ff.). In Hesse's view, similarity is "primitive but at the same time complex since it comes in varying degrees and relates pairs of objects in respect of different property dimensions". See page 67.

8. See Koestler (1969) for a fuller explanation of these ideas.

9. For a discussion of what is involved in seeing something as something, and the need to presuppose an institution of seeing, see Gombrich (1960). In regard to pictorial representation and resemblance, see N. Goodman (1968).

10. The notion of "displacement of concepts" was introduced by Schon and used by Mulkay to refer to the transfer of ideas which comes about when scientists alter their research network. Both Schon and Mulkay identify the notion of displacement of concepts with a metaphoric extension of ideas, although Mulkay's examples, if I understand them correctly, involve literal rather than figurative similarities. This is probably due to Schon's tendency to identify metaphor with analogy in general. See Schon (1963) and Mulkay's work on "Conceptual Displacement and Migration in Science" (1974). For a different example of a conceptual shift, see Krohn (1977).


12. In this sense, Small's classical definition of an interest as an "unsatisfied capacity" seems appropriate (1905: 433).


14. cf. Cooper (1966: 230). Albert Wood finds himself in the uneasy situation of having to create an "innovation" he has already announced in public, but not yet worked out. In the book it says: "Albert had two things against him; the first, that he could not lay himself open for something to strike a spark on him—he had got to strike a spark on it; the second, that his obsession could not take its natural course—completion and perfection had got to be reached in a couple of months if not earlier."

15. Disregarding the question of whether any result of scientific research is ever unanimously acknowledged as an "innovation".

16. According to personal communication with members of a group currently (1979) at work in the area who have had second thoughts about the use of the toxic compound mentioned in Chapter 2 in the paragraph about the oscillation of decision criteria. Note that the method of obtaining cell juice mentioned here with respect to the generation of microbial proteins is not the same as the one reported in the above paragraph, but a new development dating from 1978/79.

17. I have not considered other elements which add to the popularity of analogy and metaphor in persuasive discourse, e.g. the pictorial element in referring to those things of which one has a concrete mental picture.

Chapter 4

The Scientist as a Socially Situated Reasoner: From Scientific Communities to Transscientific Fields

Gina: Look at the tiny star out there. . . .
For all we know that star disappeared millions of years ago and it's taken that light, travelling 186,000 miles a second, millions of years to reach us.

Kleinman: You're saying that star may not still be out there?
Gina: That's right.

Kleinman: Even though I see it with my own eyes?
Gina: That's right.

Kleinman: That's very scary, because if I see something with my own eyes, I like to think it's there.

. . .

Gina: Kleinman, who knows what's real?
Kleinman: What's real is what you can touch with your hands.
Gina: Oh? (He kisses her; she responds passionately)
That'll be six dollars, please.

(Woody Allen, Death (A Play))

4.1 The Scientific Community as a Unit of Contextual Organisation

In the Introduction, we said that the selections which mark the constructive operations of the laboratory are contextual ones. In Chapter 2, we illustrated this contextuality by looking at the opportunistic logic of research. And in the previous chapter, we saw how the opportunism of the laboratory ties into analogical reasoning and how it orients the process of construction (along with a corresponding interest-structure on the part of the scientists). The question to occupy us here is how these interests display themselves as socially organised; or, more generally speaking, how the contextual contingency of laboratory selections emerges simultaneously as a social contingency.

Laboratory selections situated in a locally circumscribed space where closure can be reached display themselves simultaneously as situated in a field of social relations. The contextuality observed in the laboratory is constantly traversed and sustained by social relationships which transcend the site of research. What can we say about these relationships from observing scientists at work? To be sure, the contextual organisation of science has attracted much attention in the literature. While the actual site of research has been notoriously neglected in empirical investigations of science, the same cannot be said of more global contextual structures. We have already discussed the idea that organisations function as one of these structures. More relevant here is a conception which has penetrated into virtually every social study of science: the notion that professional membership groups (called scientific communities) are the relevant units of
social and cognitive organisation in science.

Most recent perspectives on science operate in terms of some notion of scientific community, even when they dispute other theoretical and methodological orientations and pursue different goals. Thus, studies of citation and communication (emerging in the wake of questions raised by Kuhn), investigations of the “social system” of science, and analyses of the social and cognitive institutionalisation of scientific disciplines all invoke the notion of a scientific community. A key concern of such studies is the identification of scientific communities and their integrating mechanisms.

Citation studies seek to identify scientific communities through patterns of selective referencing found in the scientific literature. Although this assumption has met with scepticism, references are taken to represent relations of intellectual indebtedness. Clusters of such relations form scientific “specialities”, “problem domains”, “research areas” or “research networks” with which cognitive communities are equated. A similar conception of scientific communities is found in Kuhn (1962), who defines them in terms of shared paradigms, and identifies paradigms with the technical knowledge and traditions a community of scientists holds in common. This circularity has reinforced efforts to identify scientific communities without resorting to the notion of a paradigm, such as through patterns of communication and argumentation, or through problem networks with which social properties are associated.

A different focus is found in those studies which are primarily interested in the social mechanisms that characterise a specialised community. With Hagstrom (1965), for example, this mechanism consists in the non-contractual exchange of information for community-specific rewards, above all for recognition. With Storer (1966), creative products are exchanged, and once again for recognition. A third line of research takes the notion of scientific community to refer to groups of scientists within which patterns of mobility, career, and informal communication can be analysed.

It appears, then, that science is generally held to be organised by means of scientific communities, which can be seen as small social systems with inherent boundaries and internal mechanisms of integration, and which are most frequently circumscribed by a speciality area represented in the scientific literature. Of course, the original merit in Merton’s structural-functional sociology of science was to point out the social organisation of science, and it seems that “scientific communities” have remained the locus of this organisation ever since. Certainly, much can be learned from investigating the clusters of scientists which, by whatever means, come to be associated with a speciality area, provided that one asks the proper questions. But are these communities also the units within which scientific action as observed in the laboratory is contextually organised?

Based on a study of communication patterns in a number of research laboratories, Whitley has recently argued that such relatively broad organisational units as specialist communities are largely irrelevant and often unknown to many scientists who work in research institutes. To be sure, some studies of science have replaced the notion of scientific community with other, less “cooperative” conceptions. The sociological notion of community connotes both normative and, more broadly speaking, cultural integration, as well as some form of cooperation and interdependency. The idea of consensus as a mechanism for decision-making among scientists fits well into the image of community life. Even if this image is replaced by a more antagonistic conception (such as Bourdieu’s idea of a field), it is still assumed that the respective collectivities consist
of scientists in one or more specialities, and that they exist as relevant units of contextual scientific organisation. However, this assumption is not borne out by a venture into the laboratory, and may need to be replaced by an alternative concept.

4.2 Quasi-Economic Models: From Community Gift-Giving to Community Capitalism

Strictly speaking, the problem of the contextual organisation of scientific action has been posed in terms of two distinct questions: the first refers to units of organisation, and has generally been answered by the search for scientific communities; the second refers to the mechanism of integration which characterises the respective collectivities. Answers to this second question have been dominated by economic analogies ever since the earliest sociological conceptions of science. The movement of these analogies is interesting in itself: the early postulation of relatively isolated economic mechanisms (such as competition) was replaced by the assumption of a pre-capitalist economy, which was then succeeded by strictly capitalist versions of an economy of scientific production.

One of the first to use the idea of quasi-economic competition was Merton himself, whose work is commonly associated with the beginning of a sociology of science. The idea was developed in his study of struggles over the priority of scientific discoveries, and later refined in his work on the Matthew Effect to mean imperfect competition, i.e. that recognition accrues to those who have already established a reputation.

Explicit use of a pre-capitalist economic model is found in Hagstrom (1965), who grounds the normative-functional behaviour of scientists in a mechanism by which creative, scientific achievements are exchanged for a variety of rewards specific to the system. This mechanism of exchange is linked to the idea of gift-giving in a normatively integrated community, rather than to maximising profits in an antagonistic market. The existence of competition does not interfere with the notion of such community life, for it is competition among achievers for the most highly valued achievements. It has nothing to do with the capitalist appropriation of surplus value or scarce resources. Reiterations of the basic ideas of this model can be found in a variety of other authors, the most noted of which is Storer (1966), who turns science into a form of l'art pour l'art. Storer combines an archaic economy of exchange with the notion that science is a response to the desire to create, which he grounds in the basic nature of man.

The transition from pre-market exchange to a capitalist market economy of science came ten years later at the hands of Bourdieu (1975a). The scientific field was no longer seen as a community of specialists competing for creative achievement, but as the locus of a competitive struggle for a monopoly on scientific credit. The concept of "credit" must not be confused with the "recognition" advanced in earlier studies. Recognition was defined as a specific form of reward, and referred to the operation of a system which resembled a psychological stimulus-response situation. Rewards like recognition operate as selective mechanisms to reinforce the kind of behaviour by which they are won. Thus, recognition presumably reinforced the truth-seeking, achievement-oriented behaviour considered most essential to the scientific system.

In contrast, credit is defined as a symbolic capital acquired by scientific agents through the imposition of technical definitions and legitimate representations of scientific objects on the field. Such capital is composed at once of scientific competence and social authority, and like monetary capital, can be converted in all kinds of resources.
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necessary for the continuation of scientific production. Most important, it is actively pursued by scientific agents through strategies of domination and monopolisation directed against other relevant producers in the markets formed by scientific fields and disciplines. While recognition operates as a functional sorter to select norm-fulfilling scientific behaviour in an essentially cooperative universe, thus helping the system to maintain itself, Bourdieu's credit or symbolic capital governs the market in an essentially antagonistic universe. And yet it also advances "the progress of reason", at least in the natural sciences. The scientific producers and clients "cross-control" each other and thus promote truth—a suggestion first made by Polanyi and adopted by Bourdieu.

No such assumptions are made by Latour and Woolgar (1979), who propose the notion of *credibility*, rather than credit, to refer to the reproduction of capital. Scientists invest in the fields and topics which promise the greatest return. The credit they gain from producing a surplus of information (the new information) is intended solely for reinvestment, which means that scientists are not interested in truth, nor their subject matter, nor in surplus information *per se*. Nor are they interested in recognition *per se*. What is of interest is the acceleration and expansion of the reproductive cycle which produces new and credible information; that is, information for which the costs of raising an objection are as high as possible. Reproduction for the sake of reproduction is the mark of pure, scientific capitalism.9 Few other versions of a scientific market economy linked to the model proposed by Bourdieu have as yet been developed.10

Such economic models of scientific agents have not as yet been pushed to their limits. For example, analyses of the increased role of the state, the partial redistribution of economic surplus, or problems of legitimation and motivation in theories of late capitalism have yet to be incorporated into any model. The inflation of scientific authority, the movement towards a native, "appropriate" technology (as opposed to that associated with basic science), and the expansion of scientific policy suggest that such analyses are by no means irrelevant to a theory of science. But the economic model poses questions which are more general than those regarding the sophistication and elaboration of the analogy.11

The first such question is what to make of the analogy itself, crude as it may be. As the theory outlined in the previous chapter suggests, the advantage of a metaphor is that we bring to bear upon a little-known phenomenon the knowledge derived from a better understood yet similar phenomenon. Clearly there is no such advantage in replacing single terms (for example, calling scientific prestige "symbolic capital").

Recent economic models of science have gone to some length to incorporate the mechanisms specified by capitalist interpretations of industrial economies into their picture of science. I have already said that Bourdieu's notion of credit or symbolic capital is not merely a substitute for the notion of recognition found in earlier writings. The idea of a monopolistic market structure found in these models differs substantially from the previously proposed mechanisms for gift-giving—or exchange. And the analogies drawn between the accumulation of information and the accumulation of economic capital in their respective market economies do not seem to have much in common with earlier conceptions of scientific progress.

Yet there are essential elements of economic capitalism which seem to be ignored in the market models of science. Most conspicuously neglected, perhaps, is the idea of exploitation and individual appropriation of surplus value, together with its correlates of class structure and alienation. Without an adequate conception of these phenomena,
the capitalist model loses its most constitutive mechanisms, and the analogy with science is deprived of its plausibility.

To expound upon this critique, let us consider the question of exploitation in science. We can define exploitation in science as the appropriation of the products created by staff scientists by scientists in superior positions, who then accumulate the symbolic benefits from this work. Clearly, such an interpretation requires us to introduce class distinctions among scientists. More concretely, we would have to distinguish between scientific capitalists and scientific workers in terms of the possession of (symbolic) capital and control over the means of production.

The obvious difficulty here is that the possession of symbolic capital (as operationally defined by some notion of recognition, credit or credibility through publications, citations, educational record, institutional affiliation, or control over relevant social relations) is a common—albeit graded—characteristic of everyone to whom the term “scientist” is usually applied. In order to make a class distinction, we would have to define some level of symbolic capital and classify scientists as workers or capitalists in terms of whether their share of symbolic capital fell above or below this level. It is hard to see how such a distinction could be anything less than arbitrary.

A second difficulty is that those who would become symbolic capitalists according to such an arbitrary criterion are not necessarily those who control the means of scientific production, such as equipment or research facilities. In most cases, the means of production are owned not by the scientists, but by non-profit organisations, foundations or associations, which usually means that there is some rule of public or generalised access to them. As we saw in Chapter 2, scientists tend to restrict this access, and try to appropriate control by being in a position to decide when these means of production can be used, and by whom.

The point here is that this sort of hierarchical control over scientific means of production is not necessarily identical to the hierarchy of prestige and recognition, nor any other component of symbolic capital. Among the scientists of the laboratory, excessive attempts to control the means of production were considered to be the last resort of those who had little scientific authority. The same problem exists with respect to the notion of appropriation, since those with scientific authority are not necessarily the ones who appropriate other people’s research (for example, by claiming authorship or co-authorship).

Part of the difficulty arises from the fact that “symbolic capital” is a conceptual composite for which we lack not only a clear definition of components, but also the aggregation procedure which specifies their relative weight and substitutability. But a greater difficulty is due to the restricted reference of the capitalist model of science, which raises a second major point of criticism: the capitalist model continues to promote an internalistic view of science, despite the more or less explicit rejection of such a view in all its recent uses.

This internalism is no longer due to the once dominant distinction between the social and cognitive elements of scientific undertaking, but to a continuing limitation of the perspective to scientists themselves. Scientific communities have turned into markets in which producers and clients alike are colleagues in a speciality or related areas. Normative and functional integration has been replaced by a competitive struggle in the scientific fields with which these markets are identified. Scientists have indeed become capitalists, but they are still treated as though they were isolated in a self-contained,
quasi-independent system.

If we fail to define the class differences which distinguish the scientific capitalist from the scientific worker, we end up with communities of petty capitalists who sustain themselves by somehow exploiting—or not exploiting?—each other. In terms of classic economic theories, the existence of such community capitalism would certainly be a curiosity; and even more so in regard to the absence of those who provide the actual resources in which symbolic capital must be converted before it can renew itself. In the capitalist model of science these institutions act like an invisible hand, related to nothing and with no official role in the ongoing community business. Since this invisible hand appears to have a rather decisive influence not only on the distribution of research money, but also in regard to what is researched (i.e., the very business of our capitalists), its hidden nature is all the more surprising.

My last point of criticism refers more specifically to the model of man implied by the economic metaphor. In the crudest version of the economic construct of man, *homo economicus* is a conscious maximiser of profit. He is either assumed to have an insatiable appetite for property, or is thought to accumulate for the sake of accumulation. The two things are not quite the same. In the first case, we seem to be confronted with an implicit assumption about human nature which results in conflict, competition and exploitation. In the second, individual economic behaviour is a consequence of market requirements which are in turn a consequence of well-known historical developments.

More sophisticated versions of economic man not only tend toward the latter interpretation, but also drop the assumption of conscious maximisation. The problems surrounding the idea of maximisation run deeper than those of incomplete information. Decision theory demonstrated long ago that, even within the range of available information, actors do not seem to maximise, but "satisfice"; that is, they make do with the first satisfactory solution they come across. The assumption of a conscious calculation of returns is also questionable, and has been replaced by the idea of habitual selection of a strategy which meets one's general interest. Rationality is no longer a matter of purposeful calculation, but one of habitus formation and socialisation.

Economic models in social studies of science tend to fall short of those amendments which might lead to a more plausible picture of the agents they are talking about. Their strength is in demonstrating the basic identity between science and other parts of social life; between the scientific domain, which has often been exempted from the mechanisms held to rule elsewhere, and the economic domain, which produces and exemplifies some of the most conspicuous of those mechanisms. Their strength is not that they increase the complexity of these mechanisms, nor that of the respective theories. Consequently, economic models in social studies of science tend to promote an understanding of scientific agents which returns to the classical *homo economicus*, and thus provokes the same kind of debates which have characterised economic theory for some time.

To be sure, economic models of science have consistently defined their goals in terms of explaining the (social) system of science rather than accounting for the behaviour of individual scientists. Yet to describe a system in terms of accumulation of capital or competition and monopolisation requires that we assume a corresponding individual behaviour, or specify some mechanism to explain why the description of the system
does not hold similar implications in regard to the units (the scientists) which constitute it. Lacking such a specification, we must assume that scientific community capitalism comes about through the petty but pertinent entrepreneurship of individual scientists; that is through their conscious or habitual interest in the accumulation of symbolic profit, or in the renewal and acceleration of the cycle of capital. And we would have to assume that practical scientific decisions reflect this interest in the sense that relevant choices are actually made in terms of the accumulation and utilisation of capital.

4.3 The Scientist as an Economic Reasoner, or “Who are the Entrepreneurs?”

When we look at the laboratory, we find that at least part of the reasoning which relates to the scientists' practical decisions does incorporate economic notions, and this sort of scientific discourse has undoubtedly lent plausibility to the model of the scientist as (yet another) economic man. Thus, any criticism of a model which implies a petty community capitalism must decide what to make of the economic reasoning found in the everyday discourses of scientists.

Scientists talk about their “investments” in an area of research, or an experiment. They are aware of the “risks”, “costs” and “returns” connected with their efforts, and talk about “selling” their results to particular journals and foundations. They seem to know which products are in high “demand”, and the areas in which there is nothing to “gain”. They want to put hot “products” on the “market” as quickly as possible and “earn credit” for them. Does this language reflect an intrusion of economic—more specifically, capitalist—mechanisms into a previously non-economic domain? Did these mechanisms develop from a pre-capitalist exchange of gifts into capitalist competition and monopolisation between 1965 and 1975; that is, between Hagstrom's proposal and those of Bourdieu and his followers some ten years later? Or do we have here a phenomenon for which alternative and equally plausible interpretations are available?

It seems to me that there are at least two distinctive forms of economic reasoning used in the context of laboratory work. Economic notions are frequently employed when scientists talk about their research strategies, when they reflect upon the way research decisions are made. Let us recall the biochemist who talked about his discovery that cholesterol is present in plants as well as animals. In the course of his story, I had asked him how he had decided to pursue this “idea”. He responded with a series of reflections about how successful scientists make such decisions. I repeat two of his points:

"We always calculate our risks, even though we don’t know how to calculate. It’s just a feel, you know, and I am very good at this by now. Through many years of experience, I can more or less tell what I should drop and what I should pick up on. I think this is a problem with a lot of unsuccessful scientists—they are not dumb, they just work on the wrong things. . . .

Another thing is that, if you are up against terrific competition, there is no sense in struggling. So by now I can gauge these success factors, and my own secret of success is that I work on things that aren’t too unlikely to work out . . .”

(9-29/4, emphasis added).

We heard a similar line of argument from a chemist who recalled the development of paper-chromatography as an “obviously good thing”. When I asked him what he
thought a successful idea was, and how he selected them, he said:

"You try to discriminate. You can get one idea a day, or . . . (in) two days, or one a week, and you discriminate (in terms of) your time and your ability to use it. You know, we have idea files, either in our minds or on paper, but you can't spend a lot of your time on things you don't have the opportunity to perform, or to prove, or to verify. So you try to limit your interest to the idea you know is going to be most productive as quickly as possible within the frame of facilities at hand" (9-27/9, emphasis added).

When I asked one of the chemist's colleagues if he kept his ideas in stock too, I received a similar reply:

Question: "You have always more ideas than you have time to work on?"
Answer: "Yes, yes, and I try to select those things which are feasible under the circumstances. In other words, I have to gauge how much time I have, what sort of facilities are available, what the competition is doing. All this is not done by mathematical calculation, but just (by) weighing, you know, the probabilities of success" (8-29/5, emphasis added).

The important element in these quotes is not that scientists claim to calculate the risks and returns of their work, or to discriminate between ideas according to some criterion of productivity, but that they describe their ways of decision-making in such terms, thereby displaying themselves as rational according to common sense standards. To calculate outcomes, weigh alternatives, and make selections according to some prior calculation of consequences is part of reasoned choice—the sort of rationality that characterises decision-making in general. Given the frequent blend of rational and economic discourse, notions commonly associated with economics frequently appear when questions of selectivity are at stake. Note that scientists refer to the concrete circumstances under which decisions are made (in accord with an opportunistic logic of research), and that they refer to them in terms of success rather than truth.

There is, however, a more implicit form of economic reasoning, examples of which are found in the following quotations. One scientist, after discussing an experiment required by the effort to eliminate a toxic compound from proteins, summed up the conclusion he and his colleague had reached:

"I am interested in the problem, but the experiments are too simple. . . . It's work for a technician or a laboratory assistant. It does not challenge me, nor for that reason Holzman" (3-20/3).

A second piece of talk refers to publication strategies. A scientist became embroiled in an argument with his superior over the choice of a rather general journal in which to publish a paper they had written together. The junior partner defended his choice by saying that the paper itself was too broadly focused. When I asked why he had taken such a general approach in the first place, he said:

"The reason is . . . if I don't do it now and Alix publishes the stuff later, after I've left the laboratory she will be senior author, because her laboratory assistant has done part of the work. If I select the material on this protein and publish a paper on its functional properties now, I will be (named) first, because I did most
of this work myself. So I will do this and put the rest (of the material on other proteins on which the technician had worked) in another article" (8-24/4).

A third example comes from a scientist’s comments following a lecture on the use of a new electron microscope the institute had purchased. The scientist felt that the new microscope was “much more expensive and interesting” than the one available to his own group; but he said he had to use the less desirable instrument because it, too, had just been acquired, and the expenditure had to be justified. Still, the new one “really interested” him, and he went on to explain the laser mechanism on which it was based and how he could perhaps use it to examine the particle structure of the proteins he was investigating. The microscope, he said, was “very expensive and interesting in its applications”—so much so that he later attempted to arrange for a cooperative effort with the scientist in charge of it (2-2/1).

Finally, let us look at the following entries in my notes. In describing an experiment on the stability of a particular functional property of proteins, one entry runs:

“There is a new aspect. Koenig has worked a lot on functional properties, and this \( \text{(the property on which the experiments were done)} \) is one. R. says he always wanted to get into functional properties to a larger degree. Koenig has this position opening at C. for which R. applied.”

Shortly afterwards, we read:

“R. mentions that he looks forward to writing the functional property paper. He wants to start next week. The reason is that he could give it to Koenig when he meets him at the June congress” (4-18, 28/2).

A final example illustrates a similar point. Walter too had applied for a position at a university department, and had been invited to present a lecture to the department. He said he would emphasise his competence and “professional quality” in the two areas of interest, and make clear the significance of the problems he was working on. In particular he said he would

“focus on my future interests. . . . There is a famous MIT study on protein resources and needs. Two million dollars are projected until 1985 . . . (I) want to show that of the 14 research needs I work on 5 . . . in order to make clear to them that I work on the hot issues and that not only do I know something, but I might be able to get them money . . . .” (7-25/3).

In the most general sense, the economy implicit in these bits of conversation lies in their concern with value. Whether the subject is experiments too simple to warrant a scientist’s work, or publishing a paper as senior rather than junior author, or using a highly expensive (and hence scarce) instrument in place of a more usual one, or the application for a position, the concern is with maintaining, increasing or displaying value. Needless to say, there are many more examples which could be cited here.

A concern with names figures prominently in this respect, and debates about the best names with which to associate oneself pervade the laboratory. The name of a famous co-author, a prestigious journal or a well-received publishing company weighs heavily in scientific calculations of value, as does the name of a respected university or department head. In fact, the question of who a scientist is seems literally answered in the curriculum vitae by a string of names: universities attended (and degrees received), institu-
tions in which positions were held, association memberships, fellowships awarded, etc. Of course, names are associated with reputation, or origin, descendence, and the value which accrues through inheritance.

It is important to note that what is at stake in such scientific calculations is not the value of some product, but the value of the scientist themselves. The string of names we find in curricula vitae provides an updated balance sheet for a scientist, not a product. The quality at issue in choosing an experiment, a piece of apparatus or a lecture topic is the quality of the scientist. And the success to which scientists most often refer is their own. If we want to use the economic metaphor, we can say that scientists' concern with their own investments and returns, with the risks and productivity of a line of research, with opportunities, or the interest of results, does indeed refer us to a market. But it is a market of positions where the commodity is scientists, and not a market for the products of free—or semi-free—entrepreneurs.

Scientists say of themselves:16

“I went into this business with the idea of disproving hidden variables once and for all” (emphasis added).

and turn out to mean

“I was looking for a postdoc position, or someplace to go when I finished my (Ph.D.) thesis in astrophysics, and I wanted to do something in the foundations of quantum mechanics, although I really did not have anything in mind until I read about . . .” (emphasis added).

In more traditional terms, we would say that the scientists' economic reasoning displays a concern with career. To be sure, there is no shortage of comments in which scientists directly address this issue:

“We were good friends, he's much older than I, but we had both more or less staked our careers on this. I had staked my career on my ability to predict the response of the instrument, that the instrument would work and be sensitive in the way I said it, and he in spending his major, almost his entire efforts in building the equipment” (emphasis added).

But the point here is not to advocate a return to the concept of career, although it may well account for the very same aspects of scientific behaviour as the metaphor of symbolic capitalism. What does matter is to exchange the picture of the scientist-entrepreneur in a capitalist community of specialists for one which recognises the basic dependencies of scientific work that lead us beyond these communities. If we do not take these dependencies into account, we will find it difficult to interpret such well-known phenomena as the structural unemployment of scientists in the United States and other countries, or the increasing unionisation of scientists. Who are the entrepreneurs in a system in which a scientist's ability to work, including the ability to raise money, may depend on decisions made at top organisational levels?

Consider the following example of a biochemist (Holzman) who told me about his shifting position in moving from one organisation to another:

“At the National Institute of Health, I was under a guy who is in the same position I am today. In other words, I was at the lowest level and he was between me
and the top echelons. So he trusted me, and he appreciated my work and he furthered it, and that's what is important. But people above him hardly knew what I was doing. The second one in Cal-Tech. There, the person who was directly above me, the professor, had confidence in me, and a certain amount of admiration. He gave me a completely free hand. When I came here, it was just the opposite. I was dumbfounded. You know, I was regarded with suspicion, and, uh, they cut off my funds, my equipment, I was all by myself. It was just like being in gaol . . .’’ (9-29/5, emphasis added).

Or the following example, which concerns Holzman's move from the California Institute of Technology to the institute in Berkeley at which the observations were conducted:

‘‘. . . the money gave out, and maybe (the director's) predecessor was hostile, or developed a hostility, and they just said, 'That's it.' One day they came into the lab and said 'You are ready to pack up, aren't you? Come up to Berkeley.' I said, 'Why, what happened?', and they just decided one day they couldn't afford my staying at Cal-Tech. So it was an organisational decision. Maybe they actually were strapped for money’’ (9-29/6, emphasis added).

Incidentally, a change for the better in a scientist's life does not change the underlying dependency of scientific work. For example, Holzman described the effects of his “sudden recognition”:

“I was greatly surprised yesterday. I had a meeting with M. (the director) and the man has completely changed his ideas. I told him yesterday more or less what I told him when I first started here, and whereas at our first meeting he was full of contempt for all the stuff that I proposed, yesterday he was willing to listen. He encouraged me; he even suggested that I drop some stuff that I am doing that is more or less applied and that, in my opinion, is not worth doing.’’

He offered the following explanation for the change:

‘‘Well, he (the director) underwent a personality change (laughing). Maybe the ARS and the government in general have undergone a character change, the government is shaken up’’ (9-29/6).

What the change actually reflects is an increase in the interest of his work for those who support it, and consequently control his ability to work.

4.4. The Labour Interpretation

One interpretation which begins with the assumption of a direct dependency of scientists on institutions other than science takes as its basic analytic premise the notion that scientific work is wage-dependent labour, like any other kind. Despite the emphasis on this basic equivalence, the special problems linked to specifically scientific labour have not gone unnoticed within the respective approaches. These problems relate to the relatively privileged position held by scientists, compared to factory workers, with regard to the amount of money earned, the relative autonomy at work, or the degree of social authority conceded to them. They also relate to the fact that scientists in non-industrial organisations do, as a rule, “own” the products of their work, in the sense
that their names are associated with them, and they may collect substantial benefits from their authorship. Such benefits are not only symbolic, but financial as well, as in the case of royalties for books and patents, or outside consulting contracts. Undoubtedly it is these aspects of scientific work which lend a certain plausibility to the model of the scientist-entrepreneur.

In approaches which consider the wage-dependent character of scientific work as essential to the analysis, these variant aspects of scientific work have been related to the difference between manual and intellectual labour,\(^1\) and to general discussions of the role and socio-economic function of intellectuals in industrial society.\(^2\) At least three distinctive positions can be distinguished in such discussions.

According to the first position, the socio-economic function of research is to promote the interests of capital-utilisation through improving the efficiency of the technical and organisational means of production, and through product development.\(^3\) Thus, the affiliation of science is with the owners of capital, and not with the other members of society. As a result of this affiliation, scientists enjoy certain privileges, including high income and prestige. Since scientists may profit only from the difference between manual and intellectual labour, the disjunction between the two becomes an absolute quality reflected in scientistic "ideologies", according to which scientific progress—rather than the interests of capital utilisation—determine scientific production. Note that with this position, a scientist's "symbolic profits" are associated with a specific function of science in economic production, and the affiliation of scientists with industry.

A second position leads to a less pessimistic prognosis in regard to the "social" character of science by reversing the previous interpretation given to the wage-dependent character of scientific work. The instrumentalisation of science by industry is taken to indicate the limited influence of all wage-dependent labour (scientists included) on what is produced and how it is produced. If scientific innovations can be used to produce surplus value and accumulate profit, so can all other kinds of labour. All labour produces not only use values for production and consumption, but also the means of continued capital utilisation. Scientists may have privileged working conditions, but they share the unpleasant consequences of technical development with other workers, and contribute through their own work to the increasing social organisation of scientific work. Progressive division of labour, collective or institutional authorship, and devaluation of scientific labour through increasing numbers of university graduates are held to indicate that the gap between the working conditions of scientists and those of skilled or unskilled workers is closing. Scientists in privileged positions may not be conscious of the basic identity of all wage-dependent labour but their attitude may shift as conditions change. Moreover, in light of their special qualifications, scientists are often expected to take a leading role in the articulation and organisation of labour interests.\(^4\)

A third opinion links scientists with neither workers in general nor the owners of capital, but with a new middle class whose social position is as ambivalent as that of the old middle class made up from small shop owners or tradesmen. Note that the position of scientists is not equated with that of trades or crafts, as in the models of pre-capitalist exchange proposed by social studies of science. The wage-dependent character of scientific work remains central to the nature of this new middle class, as with the two previous conceptions. The literature on scientific professionals in
organisations, and most of the work on the question of the status and function of intellectuals in relation to power and the modern state, fall in this category. In sum, we might say that the three conceptions presented here associate scientists with the working class, a new middle class, or the owners of capital, depending on the significance they attribute to the various privileges scientists enjoy, and their evaluation of the consequences of those privileges. If these privileges are seen as the reward for selling one's soul to capital, then scientists will be associated with the owners of the means of production. If privileges are seen as diminishing and limited to a minority of scientists in academic research, then scientists are classified with other wage-dependent labour. If privileges are held to constitute a specific consciousness and class behaviour, then scientists are most likely to be associated with a new middle class, or in non-Marxist terms, with “intellectuals” or “professionals”.

What social studies of science add to this picture is the organisation of privileges in terms of the exchange of scientific products for recognition, or in terms of markets for symbolic capital, credit or credibility. Yet they have done so at the expense of having to equate scientists with pre-capitalist or capitalist entrepreneurs operating in entrepreneurial peer communities; that is, they have neglected the basic dependencies of scientific work. The capitalistic or pre-capitalistic markets for the exchange of scientific products constituted by peers are not independent of the markets for scientific labour or of financing research, as seems to be suggested by the respective studies of speciality communities. Nor is this market for symbolic capital unequivocally dependent, in the sense that being able to sell one’s products successfully to community peers is the one and only criterion for getting a position, advancing a career, or gaining financial support.

The assumption that a career in science is made by accumulating credits for one's scientific achievements and then converting those credits into positions and resources could lead us back to Kingsley Davis’ famous theory of social stratification, in which those who achieve best earn the better positions in a society. Present economistic models of science tend to be more subtle than this functionalist interpretation of social stratification by pointing to the mechanisms of power and dominance inherent in scientific undertakings.

Yet, by limiting their perspective to scientific communities, the operation of such mechanisms remains isolated from the areas in which the dependencies of scientific work and of its products are negotiated and reproduced, for example from the areas in which the labour is funded and its results utilised. To be sure, the labour interpretation of scientific work has taken this dependency as a starting point of its own analysis of science. But given its restricted definition of this dependency, and its predominant interest in scientific class affiliations, the labour interpretation adds little to an analysis of concrete scientific work.

More important, by distinguishing between manual and intellectual labour, this interpretation of science has built into its approach the same kind of decontextualisation found in the naturalistic cast of science. Intellectual labour has become equated with abstract, quantitative thinking whose historical origin lies in the abstractness of economic commodity exchange. For Sohn-Rethel, commodity exchange is abstract because it excludes use during the time of the transaction. This abstractness imposes itself upon a people’s mode of thinking when exchange relations are mediated by coined money. The commodities exchanged “describe a pure linear movement through
abstract—that is empty, continuous, and homogeneous—space and time as abstract substances which thereby suffer no material change and which are capable of none but quantitative differentiation”. The affinity between this description and the Galilean concept of inertial motion is taken as proof of the thesis that the basic concepts of natural science (such as time and space, matter, movement and quantity) derive from physical activities of exchange which preceded science. Science emerges from such an analysis as social by origin and descent, and as abstract and theoretical through the postulated character of intellectual labour. The hallmark of intellectual labour is abstract, quantitative thinking and, its origin aside, is once more exempted from situated social production.23

4.5 Variable Transscientific Fields

In contrast to an approach which seeks the social constitution of scientific work in its historical descent, I wish to locate it in the ongoing presence of scientific production. In contrast to any interpretation which identifies scientific production with a theoretical (abstract) activity oriented toward describing a world, I have proposed that we consider scientific products as, first and foremost, the result of a process of construction. In Chapter 1, this process was characterised as one which involves a series of necessary selections; or, phrased differently, as a process marked by the selectivity it incorporates. Scientific work was said to consist of the continued thematisation of this selectivity, which means that the selections realised in previous scientific work become both topic and resource for further scientific investigation. We have also seen that selections can only be made on the basis of other selections; that is, they require translation into further selections.

The question of the contextuality of scientific reason involves the way in which the selectivity of scientific construction is contextually organised. It asks where we should locate the constraints into which the laboratory selections translate, and how we should specify the relationships which nourish those constraints. It wants to know who has a part in the ongoing play of laboratory construction, even if the part is not played at the predominant site of scientific action. In a sense, it wants to determine the locus of scientific production beyond the concrete site of production.

From the point of view of radical situationalism, the question itself may appear absurd. What, it might ask, is there to observe beyond a series of concrete, interconnected situations monitored as such by the actors themselves? The answer is that, while there may not be anything else to observe, there is something else to take into account. The scientists’ laboratory selections constantly refer us to a contextuality beyond the immediate site of action.

How does this contextuality manifest itself to the observer? We hear a scientist pleading to the director over the phone, asking that a certain instrument be bought immediately. We watch a group writing a grant proposal, and hear that the research leader will meet with “the relevant person in Washington”. We listen to the report of that meeting, and see the proposal modified. We watch a scientist sending samples to an industry-sponsored laboratory which has contracted certain experiments, and read the correspondence within which this contract is realised. We see a scientist write to the head of a search committee in regard to a position, and see him invited to give a lecture on his research. Above all, we hear the scientists reason about matters at stake for
them, and about the people involved in those stakes, and notice that it refers us not only beyond the immediate site of action, but beyond the speciality area and the community of scientists identified with it.

I assume that it will be considered obvious that laboratory reasoning constantly refers us beyond the site of laboratory action. It will probably be conceded as well that this reasoning takes us beyond the speciality under which a scientist—or a piece of research—come to be classified. Suppose, then, that we draw the conclusion that the relevant contextual organisation of laboratory production is not the scientific community, but variable, transscientific fields which in principle transcend the speciality networks of social studies of science? Presumably, we have now trespassed the bounds of accord. But if we do not draw this conclusion, we have to introduce a partition into the scientists’ reasoning, lumping certain references to scientists who are community colleagues on one side, and putting everyone else on the other. The problem is how to justify such a distinction in the laboratory, given the mix of persons and arguments which do not fall naturally into such classes.

When the group’s research leader returned from Washington, the scientists not only changed the title of the grant proposal that had occasioned her visit, but also rewrote a substantial part of its content. When a scientist applied for a university position, he realigned his research (including the use of certain methods), to match the orientation of the appropriate department head. When a representative of industry did not respond enthusiastically to a scientist’s results, he began to pursue alternative procedures. In each of these cases, an external contact—a negotiation about money or a career strategy—had immediate technical repercussions.

Just as there is no reason to believe that the interactions between members of a speciality group are purely “cognitive”, there is no reason to believe that the interaction between these community members and other scientists (or non-scientists, as defined by institutional role) are limited to money-transfers, credit-negotiations and other exchanges called “social” by scientists or sociologists. If we cannot assume that the “technical” selections of the laboratory are exclusively determined by a scientist’s speciality membership group, it makes no sense to postulate the respective communities as the relevant contexts of knowledge production. And it makes no sense to exclude without further consideration anybody who does not qualify as a member of the community in question.

If a partition between references made to the speciality group and those made to others cannot be reconciled with the scientific reasoning relevant to laboratory selections, then what does this reasoning refer us to? The argument here is that the discourse into which the selections of the laboratory are fitted points to variable transscientific fields; that is, it refers us to networks of symbolic relationships which in principle go beyond the boundaries of a scientific community or scientific field, however broadly defined.24

The crucial point is that a variable transscientific field is not primarily determined by characteristics held in common by its members, as in the case of a logical class. In addition to the scientist in the laboratory, it may include the provost of the university, the research institute’s administrative staff, functionaries of the National Science Foundation, government officials, members or representatives of industry, and the managing editor of a publishing house.25 For the most part, it will include other scientists, from areas different from and identical to the one in which the laboratory
production proceeds.

The argument here is not that a transscientific field is non-scientific, in the sense that it excludes colleagues in the same speciality area. Instead, the claim is that if we are interested in the concrete reasoning of scientists as it relates to laboratory selections, we cannot start by making shared membership-characteristics the criterion for the contextual organisation we admit. The networks I encountered in the laboratory were hybrids in respect to membership characteristics, at once smaller and larger than the speciality groups determined from citation clusters. For the most part, they seemed to comprise no more than a few agents with or against whom the scientists proceeded in the laboratory.

But when a certain expansiveness prompted them to pursue an issue beyond its usual limits, the scientists could weave a more extended fabric of relationships from their references to these agents. By piecing many of these interchanges together, the social scientist can arrive at an impression of what I have called variable transscientific fields. These fields not only criss-cross the borders of a speciality group, but also shrink and expand in response to the issues at stake. Let us now look at the symbolic relationships which characterise these fields.

4.6 Resource-Relationships

What are these symbolic relationships that we have said characterise a transscientific field? On the most general level, transscientific fields appear to be the locus of a perceived struggle for the imposition, expansion and monopolisation of what are best called resource-relationships. Resource-relationships are at stake, for example, when a position is to be filled by a scientist, when money is to be distributed among scientists or groups of researchers, when a speaker is to be chosen for a scientific lecture, or when a result produced by a scientist is incorporated into the research of others. The respective decisions usually relate to the value of the prospective resource (whether a candidate or a candidate’s work) in the ongoing games of those who make the selection.

When an academic position is filled, for example, consideration will be given to the candidate’s potential for teaching and grant-raising, to affiliation with relevant groups or institutes, to interest in local activities (including sports and committee work), or, I have been told, to the standing and position of the candidate’s spouse. As we know, curricula summarise a candidate’s value in regard to some of the dimensions involved in these decisions. In terms of the economic model referred to earlier in this chapter, it is the value of the commodity scientist which is at stake in such decisions.

For the academic institution, this value may depend on the degree to which a candidate attracts student- and research money, or contributes to the reputation of a department. In the terms chosen here, it depends on the degree to which a scientist promises to be and proves to be a resource which can be converted into other resources relevant to the institution. For the foundation which awards a research grant, this resource-value of a scientist or research group may depend on the degree to which they can be trusted to engage in warrantable and publicly displayable research; that is, the degree to which they can be trusted to produce, within an acceptable period of time, credible results that can be published and publicised as relevant and important.

The crucial point about resource-relationships is that they do not presuppose an a priori delimitation of the universe to which they apply. To speak of transscientific
fields constituted by resource-relationships is to say that these relationships are basically the same, whether they establish a link between scientists of the same speciality group, or between scientists and non-scientists, according to role and institutional affiliation. According to most conceptions, what is at stake in a speciality field is that others accept and recognise a scientist’s work through citation and subsequent incorporation of the results proposed. This is the context of acceptance referred to as consensus-formation, and variously described as a form of rational evaluation or the more social process of public opinion formation.

But what is at stake in the present formulation is the establishment and expansion of resource-relationships as manifest, for example (but not exclusively), in the imposition of one’s own work as a resource to be used in the subsequent work of others. Consequently, the subsequent use of a result in the literature should depend on the degree to which it is perceived—or has succeeded in becoming perceived—as a resource in the ongoing research of other scientists. What we are dealing with, I argued, is not a detached process of opinion formation, but the involved perception and mobilisation of resources in a process of research production and reproduction.

Case studies in progress on the recent acceptance of the “charm model” in place of the “colour” explanation of certain elementary particles in high energy physics demonstrate that the charm model succeeded by proving to respective scientists that its use could “enrich” their approach and generate “new soluble puzzles”. The opposing colour explanation could not offer this potential. The charm model proved to be “of interest” to other scientists because of its perceived unrealistic capacities, or because it inserted itself as a new resource in the fabric of research production in the field.

In the previous chapter, I argued that what characterised an “idea” as “interesting” to a scientist was its value as an unrealised capacity and solution, or as an opportunity for success. In other words, it was their character as a resource to which the scientists responded, and which prompted them to take over, adopt and adapt in their own research the results which had been proposed or exemplified by others. In the genealogy of different approaches to protein generation previously outlined, each development, from the response to phosphoric acid to microbial proteins to engineering the properties of the protein molecule, can be seen in this light.

The emphasis placed on resource-relationships does not contradict the long-standing thesis, found in citation-studies and other areas of the sociology of science, that what leads a scientist to use a result in the literature is its “usefulness”. However, it does link this “usefulness” to the resource-character of a work for particular agents in the process of laboratory production, rather than to some sort of abstract, independent evaluation. The laboratory process of production exposes such distinctions as that between discovery and validation or justification as not only practically irrelevant, but analytically false, as implied before.

But let us now look at another kind of resource-relationship which links scientists from overlapping speciality areas. The story of a post-doctoral researcher from India serves as an example. Roy felt that he was being “used” by the head of the laboratory. The continuation of his visa and his one-year contracts depended on this man. In 1977 and 1978, he was paid less that $10,000 a year, on which he had to support a family. He actually wrote the journal reviews which the head of the laboratory signed, and he said it was his “ideas” and information that resulted in “innovative” research. Needless to say, he conducted all the research in a project and supervised the students and techni-
cians in the lab, occasionally informing the head of the laboratory of his progress. While he was a co-author of papers published from his research, the decisions about what was published when and where were made by the head of the laboratory. His name did not appear on the patents to which the research gave rise, and presentations of his work were made by the head of the laboratory.

Within the capitalist model of the scientific community introduced earlier, he would represent the class of the scientist-worker exploited by the scientist-capitalist who controlled the laboratory research enterprise, monopolised access to resources, and disposed of the means of production. But while this model fits the first part of the story perfectly, it is hard to see how it would incorporate the other side of the coin. For Roy said that while the head of the laboratory was using him, he was using the head of the laboratory. Roy had decided to come to the United States after finishing his education because it would enable him to get a high-paying, high-prestige position at a university or research institute in his own country. He had chosen a highly regarded laboratory because this would enhance his own qualifications, as would a letter of recommendation from an esteemed head of a laboratory. He used the head of the laboratory to get access to journals, research money and "hot" topics of research which he felt would otherwise be denied to him. If, on the other hand, he decided to stay in the United States, he could use all of this accrued credit to fully establish himself in the networks which controlled the area. In sum, he suggested that he used the head of the laboratory (and the resources he controlled) in a carefully orchestrated career strategy, just as the head of the laboratory used him as a resource for intelligent and innovative research.

We cannot discredit our post-doc's interpretation of the situation as part of the false consciousness of members of a working class which is exploited without realising it. Unlike factory workers, American post-docs (and their equivalents in other countries) regularly advance to higher positions in the hierarchy, even if they don't win the Nobel prize. Roy, for example, stood a good chance of heading a large scientific institute in India if he succeeded in the power game he played. His sense of the situation could hardly be described as out of touch with reality, and certainly it was not out of touch with what he saw as the normal career pattern among his older colleagues.

He described his relationship with the head of the laboratory as a perfectly symmetrical, albeit unbalanced, "contract" for a limited period of time in which what mattered was to "strike a balance" between the personal interests of the two parties involved. He knew that he needed the head of the laboratory and was "kept dependent"; but he also knew that the head of the laboratory depended on his "cleverness" at work, his willingness to come up with "ideas" and "solutions", and his ability "to run" the research-work.

In the terms used to characterise the more general case of scientists working in the same area, the post-doc had already imposed himself as a resource needed by the head of the laboratory. What was at stake for the post-doc now was to monitor this resource-relationship so that the balance would be favourable, or at least not negative. If we ignore the sense of symmetry in this resource-relationship, we also ignore the microphysics (Foucault) of power found in the production of knowledge, and may well find ourselves out of touch with the reality of this production.
4.7 Resource-Relationships: Ultrafragile and Grounded in Conflict

As suggested by the variety of examples in the previous section, resource-relationships can be mediated by a variety of "resources", of which control over laboratory production is but one. Obviously, more than one kind of resource is involved in nearly every case. Moreover, it is clear that in practice these resources are not perceived or responded to as independent entities.

Unlike a relationship in which discrete products are exchanged at a specified value at a given time, resource-relationships are dominated by what could happen in the future and by what has not happened in the past, by resources which are hidden or hold implications for others, by promises and expectancies rather than a concrete flow of goods. More specifically, the resource-character of the symbolic relations relevant here is a continuous and generally reciprocal accomplishment in at least three senses.

First, the respective symbolic relations are a continuous accomplishment in the sense that what counts as a resource is itself at stake. A reciprocal definition of something as a "resource" is not stable, but a stabilisation. It can become more permanently stabilised through processes of institutionalisation and routinisation, but it must continually be sustained by practices which endorse this definition. For example, the institutionalisation of formal criteria (such as citation rates) to gauge a scientist's value as a resource do not prevent negotiations in regard to meaning and relevance when an academic position is at stake. Resources assume a specific meaning only in terms of the personal games played by those involved in the relationships. Like rules (see Chapter 2), what counts as a resource can be reinterpreted, ignored or transformed, depending on the particular game.

The issue of stabilisation leads to the second sense of continuous accomplishment, which is that resource-relationships must be renewed in order to survive. In its most vulgar version, this phenomenon can be seen in the disproportionate amount of effort which some research groups put into getting their grants and research projects renewed. Or when the main concern of researchers employed under one-year contracts is to fulfil or surpass the requirements for renewal of that contract. Subtler versions involve the renewal of a scientist's reputation in terms of the degree to which their work is perceived as a resource.

A third sense of continuous accomplishment refers to the scientists' active engagement in building, solidifying and expanding resource-relationships. Scientists in the laboratory are interested in establishing their own resource-value within the concrete network of relationships in which their research is embedded, but they are also interested in the network itself. This interest is displayed by cultivating relationships with persons deemed important, by transforming one's position in the network, or by associating in various ways with those people found to be "of interest".

Finally, let me point out again that resource-relationships seem to be reciprocal accomplishments, even though they may appear to be unbalanced (as when one party feels heavily dependent on the resources provided by another). Take, for example, the biochemist who had transferred from the California Institute of Technology to the research centre, where he complained that he and his work were "regarded with suspicion" for several years before finally being recognised by the director. The institute had cut off his funds, left him "all by himself" and made him feel as though he were "in gaol". Unlike the post-doc, the biochemist did not succeed in establishing himself as a resource. Recognition arrived only when the director became "interested" in the
potential of his work as a result of more general changes in the centre’s research policy.

It may be tempting—but incorrect—to view resource-relationships as marked by a lack of conflict and a state of cooperation. To be sure, they involve cooperation, but not the sort from which conflict is excluded. The resource-relationships which emerge from scientific reasoning are not related to some shared interests on the part of the agents, but come about as the result of a negotiated fusion\textsuperscript{28} of interests from which conflict is not excluded. In the case of the relationship between the post-doc and the head of his laboratory, conflict lurked behind the fragile balance achieved by interest-fusion, and surfaced whenever this balance broke down temporarily. Oscillations between conflict and cooperation, between the fission and fusion of interests, are routine correlates of the moves agents make in the hidden process\textsuperscript{29} of negotiation which characterises resource-relationships.

Indeed, there would be no need for negotiation were it not for the agents’ perception of discrepant and conflicting interests. For example, resource-relationships often link competitors in an area, thus creating a major source of latent conflict in any necessary cooperation. Less complex cases of competition are those in which a resource-relationship is up for grabs among agents with competing interests, as when a position or research grant is to be allocated. Well-known strategies in such a case are the devaluation or appropriation of the competitor’s resources and the promotion of one’s own.

The most striking example of this is perhaps found in what the scientists called “the art of writing a grant proposal”, which requires the ability to manoeuvre between two contradicting requirements—that of being as concrete, substantial and precise as possible, and that of saying as little as possible about the proposed investigations. According to the scientists, the need for the first arises from a surplus of proposals in relation to a diminishing supply of grants, and the second from the need to protect one’s ideas from peer reviewers, who could well be the most dangerous competitors in the area. Holding back a grant proposal for several months before accepting or rejecting it gives a competitor a significant advance in time, particularly if the proposal provides a significant hint about the direction of the research in question. Since there are often only two or three “strong” groups working on a given topic, such fears are by no means unwarranted (especially since the competitors are the ones most likely to conduct the review).

It might be noted that legitimation can also be associated with the need to renew and reinforce resource-relationships. For example, current allegations of a crisis in the legitimation of science\textsuperscript{30} suggest that it is no longer taken for granted as a social resource, and may even be held accountable for alleged contributions to world problems. Needless to say, thematisations of the legitimacy and the resource-character of resource-relationships are not only a sign of their inherent instability, but also a source of conflict within and around such relationships. To speak of a correspondence between resource-relationships and a temporary, negotiated fusion of efforts in need of stabilisation underlines the potentially “explosive” character of a cooperation we cannot assume to be based on shared values, interests or thematisations. It emphasises rather than neglects or denies, conflict, and locates it within, as well as around, the relationships we have been talking about.
4.8 The Transscientific Connection of Research

My thesis is that the contextures we have characterised in terms of resource-relationships are important because they relate to the process of research production. Therefore, we must ask how they relate to this process of production, or how we might conceive of this relation in somewhat more precise terms. Note that what we have here is a reformulation of the traditional question concerning the relationship between "internal" and "external" factors in science, this time based on the observation that the contextures invoked in the scientists' practical laboratory reasoning are in principle neither exclusively "scientific" or "cognitive", nor exclusively "external" or "social".

The most frequent answer to the question of how the context of science relates to scientific production refers to problem-input. According to this model, science-external problems defined by practice are translated into research problems defined by scientists who seek science-internal solutions. As pointed out before, this model assumes that there is a core of exclusively "scientific" decision-making exempt from external influence. But we need merely to look at a project proposal for which external financing is sought to realise that negotiations in such proposals involves more than the overall research goal. The proposals I looked at included whole sets of carefully elaborated problem-circumscriptions, and chains of ever more concrete problem translations which found a natural end in the methodical steps proposed for the investigation.

It is precisely through these elaborations that financing agencies and scientists negotiate what the problem is and how it is to be conceived, and they do so not only in grant proposals, but in direct interaction. To refer to research problems as an "external" input ignores the fact that the process of defining a problem penetrates into the very core of research production through the negotiations of its implications and operationalisations.

We can perhaps say that problem definitions are either implicit or explicit (project proposals!) anticipations of research products and productions negotiated in contextures which generally criss-cross the borders of various scientific and non-scientific idiolects and groups. As such, problem definitions have at least a guiding and orientating function in the process of research production. This function may provide one answer to the question of how the contextures invoked in practical laboratory reasoning become relevant to the process of research. More specifically, we can say that a specific definition of a problem activates a set of presuppositions which determine a set of subsequent questions asked in the laboratory and at least partly elaborated in project proposals. In so far as research results are "answers" to these questions, they bear the mark of the presuppositions which led to the questions.

But the definition of research problems is not the only issue negotiated in the transscientific contextures within which scientists situate their work. A second answer to the question as to how these contextures bear on laboratory production relates more directly to the constructivist interpretation of research production; that is, that transscientific fields are relevant in so far as they bear on the decisions which mark the production of a scientific result. In other words, they must bear on the selections incorporated into scientific constructions. Since at least some of these selections are anticipated when the definition of a research problem is negotiated, our first answer can be seen as a special case of the one proposed here. On the other hand, we know that problems tend to
become redefined in the process of research, and that anticipated selections may be overthrown and replaced.

It is clear that, to a large degree, scientific work consists of actually *making* (as well as foreseeing, planning, or reconstructing) the respective selections. In fact, an undeniable aspect of scientific competence and authority is the control of decisions made in the laboratory. But does this mean that the respective decisions—and consequently, the laboratory constructions as well—are independent of the transscientific contexts we have been talking about? The answer is no, for the simple reason that control over a decision is not the same as control over the necessary translations involved.

We saw in Chapter 1 that making a selection requires a translation into further selections. Transscientific fields can be associated with the orders of selectivity in these translations, or phrased differently, with recurring problem-translations, the so-called decision criteria. It is clear that only thematised selections of topical interest lead to translations in which the choices are explicit. Many (perhaps even most) laboratory selections are made without their ever becoming a topic of discussion or reflection. Scientists speak of such selections as the “normal”, “natural” or “logical” thing to do. The selectivity incorporated into the “normal” course of scientific action is rarely noticed unless something interferes with the “natural” sequence of events, or an “anomaly” creates problems in the procedure.

Only when a scientist noticed that one of two samples subjected to a standardised, calibrated dilution procedure felt soft and soggy, while the other seemed dry, was the standardised procedure called into question. In another case, the amount of water added to protein samples was standardised at 500 units, as measured by the device which determined the consistency of the samples. As the result of a subsequent thematisation, the measurement units varied for each sample, depending on optimal volumetric results after exposure to heat. This became the criterion for a new standardisation.

In the above case, the selection seems to have been translated into a question of which amount of water would yield optimum volumetric results—a decision criterion linked to the eventual use of the proteins as a food additive. Other translations would clearly have led to different selections. For example, an interest in stability over time, or physical texture rather than volume, would have required different degrees of dilution from those chosen in regard to volume.

The point here is that the translations which connect laboratory selections and the transscientific contexts of research are made by the scientists. It is here that the commitments and interests negotiated in transscientific fields are invoked and taken into consideration, and that consistency with the requirements of a network of resource-relationships is built into a scientific result. Through these translations, the transscientific connections of research penetrate into the core of research production and shape the products of research into a resource.

### 4.9 Indeterminacy and the Transscientific Connection of Research

When the scientists translated the choice between different measurement units into the question of which would produce the best volumetric results, they reverted to a decision criterion related to the practical use of the proteins as a food additive. In other words, they chose a criterion which appealed to the food industry by reflecting current practice in the area. On the other hand, at a crucial point in the research, the same
scientists had opted for a criterion which made the results irrelevant for practical use. Not only did their formulation contradict current practice, it also contradicted what was considered feasible, with no other practical appeal to offset the loss.

Thus we find in the same experimental series an amazing inconsistency in the kind of translations chosen to ground scientific decisions. Moreover, we must realise that the interests and commitments negotiated in contextual involvements do not unequivocally determine decision-translations in the laboratory. Just as the elaborations of research problems anticipated in grant proposals tend to be renegotiated in actual laboratory investigations, so these pre-set decision criteria tend to be revised, ignored, or overthrown in the process of research.34

Furthermore, respective interests and commitments often remain implicit rather than explicit, and are at times deliberately left unclear. For example, one scientist I observed was worried about what sort of results would most interest a cooperative research institute with which he had a contract to explore the properties of plant proteins. He “figured”, “felt” and “hoped” to “sell” them certain results which he deemed “important”. But clearly he did not know exactly what they wanted or expected from him. When he sent them an intermediate report of some results he “thought” would be immediately turned into a patent, he was surprised by several weeks of silence. Finally, he “gathered” from a short note acknowledging receipt of the report that his results had not met with the expected interest, and therefore redirected his guesswork.

The frequent inconsistencies between laboratory selections, the change of criteria, and the often unclear or implicit basis of decisions remind us of the indeterminacy of scientific action discussed in Chapter 1. To postulate a connection between the scientists’ contextual involvements and the selections of the laboratory mediated by decision criteria is not to suggest that we can read off these criteria from specific contextual involvements. To talk about the fusion of interests brought about by resource-relations is not to suggest that these interests correspond to lists of specific preferences and priorities which we can identify once and for all as guidelines for laboratory decisions. If the selections of the laboratory could be predetermined by a set of specific criteria effective under specified conditions, research would be reduced to a preprogrammed execution of the respective decisions, and nothing new would be learned. As we have seen in earlier chapters, the issue is not to deplore the existence of indeterminacy, but to see it as constitutive for the increase of knowledge, as defined by an increase in contextually relevant complexity and variety. Thus a certain indeterminacy of laboratory selections seems to be a sine qua non for the emergence of new information.

But there is another relevant point, if we reconsider the notion of resource-relations in the light of this indeterminacy. We have already said that resource-relations are not constituted by a particular kind of exchange (such as the exchange of scientific information for recognition, or by particular flows of goods and services) but are dominated by what could happen in the future and what has happened in the past—by promises, expectancies and anticipations. In informational terms, one could say what is at stake in resource-relations is more the channel than the message, as described by its permeability (for messages or exchanges) and the built-in resistances by connections to other channels or the kind of applicable decoding.35

More generally, it is the structure and borders of the system or field which emerge from these properties of resource-relations. The degree of indeterminacy manifest in one relationship or channel corresponds to the degree of independence of the two
units linked. The significance of this indeterminacy depends on the properties of the field. In the extreme case of a field restricted to one relationship, complete indeterminacy or full independence is equivalent to a breakdown. In a complex network, complete indeterminacy of one relation can be adjusted for through other relations and eventually result in an increase of resources for the system as a whole.

More concretely, if the interests of one party in a transscientific field do not rigidly rule over laboratory selections, the results may not be fully to that party’s advantage because of the indeterminacy involved. But the results may still add to the resources of others in a complex network, if we take complexity to refer to the variety of interests interwoven in a field.

Thus, to say that scientific constructions display themselves as situated in transscientific fields is not to claim that the interests of either party involved do simply determine—via resource-relationships—the laboratory selections. To achieve consistency of scientific results with the context from which they emerge but from which they are at the same time partially independent is a problem for the field itself. Luhmann has consistently argued that the reduction of complexity is the result of constant effort in social systems. In our reinterpretation, this means that the degree of indeterminacy—and with it, the degree of consistency between laboratory selections and the transscientific connections of research—results from the active efforts of those involved in the matter.

Such effort is manifest in attempts to “figure” the sort of results that would interest a financing agency, or efforts to work on “relevant” and “timely” (i.e., easily published) subjects. It crops up in the effort to keep abreast of new developments in order to stay on top of changing contextual conditions of research. It can be found in social control and the enforcement strategies (such as review procedures) used to assure consistency. And it appears, especially in recent years, in scientific policy or government regulations concerning science and scientific priorities. Just as the degree of indeterminacy in particular relations appears as the result of the active policy of agents, so does the degree of contextual adequacy of a scientific result, its success, and its survival, appear as the product of active work.

Notes

1. For representative statements in regard to this assumption, see de Solla Price (1970) or Cole and Cole (1973). For a very recent example, see de Solla Price (1979), which reviews the interlocking complex of bibliometric parameters. Scepticism with regard to citation studies can be found in Chubin and Moitra (1975) and Edge (1979).

2. For example, see Small and Griffith (1974), Mullins et al. (1977) or Sullivan, White and Barboni (1977).

3. For the conception of such networks, see Mulkay, Gilbert and Woolgar (1975). For the study of patterns of argumentation, see Böhme (1975). And for the attempt to identify scientific communities by means of patterns of communication, see the citation studies mentioned above.


5. Citation studies usually start with the social scientist’s somewhat arbitrary circumscription of a subject and selection of a literature to represent it, an arbitrariness which has been repeatedly criticised. For example, see Woolgar (1976b). On the other hand, it is hard to imagine how some such arbitrariness (which can be remedied through the iterative hermeneutics of progressive analyses) can ever be avoided in sociological methodology.


7. Bourdieu sees the scientific field as the locus of a struggle for a monopoly of scientific credit (1975a). We will return to his conception in the next section. For a non-economic model in which scientific credit (reputation) acts as a steering mechanism, see Luhmann (1968), also reprinted in Luhmann (1971).
8. See Merton (1957) and (1968). For a more extensive review of the use of the idea of competition in recent sociology of science, see Callon (1975: 105 ff.).

9. The most coherent and pertinent presentation of this model is found in an unpublished paper by Latour (1979). See also Williams and Law's use of the credibility model (1980).

10. I know only my own adaptation (1977), in which I attempted to combine a constructivist interpretation of science, the notion of success (rather than truth) as a guiding principle of laboratory action, and Bourdieu's concept of scientific field as the locus of an antagonistic struggle into a first sketch of the path which led to the theory of scientific practice outlined here.

11. Greater sophistication can be found, for example, in Rossi-Landi's attempt (1975) to apply the capitalist metaphor to the production of speech.

12. Following the work of Simon (1945), rational models of decision-making have become more and more replaced by alternative models. See for example March and Simon (1958), and more recently, March and Olsen (1976).

13. The concept of a habitus is expounded in Bourdieu's theory of practice (1972). See particularly Chapter 2 of the English translation (1977), which has been revised in important respects.

14. Except for those of Bourdieu, whose interest is less in science than social practice in general. Consequently, he has paid much more attention to a concept of social agents. See his theory of practice (1972, 1977).

15. Compare also Williams and Law's interpretation of the limits of the market analogy in science 1980, particularly pp. 311 ff.). Short of an adequate conception of the crucial mechanisms of capitalist economy, the analogy indeed boils down to replacing the formulation that scientists compete for recognition with the idea that they maximise symbolic capital (credit, or credibility). The advantage of substituting the classical homo economicus for the archaic gift-giving man is not obvious, particularly since Marcel Mauss' original conception was filled with subtleties not found in the crude analogy with homo economicus.

16. These statements are taken from Harvey's interviews with physicists (1980: 145, 147), and from the physicist Bahcall's description of his cooperation with Davis (Pinch, 1980: 92).

17. For a detailed discussion of these special problems, see Engelhardt and Hoffmann (1974).

18. The distinction between manual and intellectual labour is central to the work of Sohn-Rethel, which was briefly introduced in Chapter 1. See Sohn-Rethel (1972; 1973; 1975).

19. The literature which bears on the subject is vast and varied, since virtually all analyses of industrial society refer to the role of science and technology. Recent discussions have been stimulated by the work of the Frankfurt school (Marcuse, Habermas) and that surrounding Althusser in Paris. For the English-speaking reader more interested in sociology than philosophy, Gouldner (1976) summarises some important aspects of the discussion.

20. This seems to be Sohn-Rethel's position (1973). See also Engelhardt and Hoffmann's summary of positions on the topic (1979), or the recent discussion of technology and power in Ullrich (1979) and the contributions in Böhme and Engelhardt (1979). I am principally aware of German discussions of the topic.

21. See the comprehensive discussion in Lange (1972). For the English-speaking reader, articles referring to either position 1 or 2 can be found in nearly every issue of the Radical Science Journal. See also Young (1977) for a summary of relevant questions and problems, and particularly the papers collected in Rose and Rose (1976).

22. For example, see Gouldner's position on modern intellectuals (1979), or a sample of recent French positions on the topic found in a special issue of L'Arc (1978) devoted to "La crise dans la tête", particularly the contributions by Foucault and Touraine.

23. See Sohn-Rethel (1975), particularly pp. 85 ff. and p. 93. In the Editorial Introduction to this summary of the theory of manual and intellectual labour, Sohn-Rethel is criticised for demonstrating the formal congruence between commodity formations and scientific conceptions, rather than providing a causal, genetic amount of the origin of scientific conceptions. Part of the problem, as I see it, is that notions like those found in scientific textbooks are once again equated with scientific action, here referred to as "intellectual labour". While a physicist's notion of time and motion may well warrant the predicates "quantitative" and "abstract", the actual work in the laboratory is no less a form of situated social production than other kinds of work.

24. For an earlier argument which points toward a breakdown of organisational borderlines between government bureaucracy, private industry and science, see Hirsch (1971), particularly pp. 247 ff. For a recent historical study which makes a similar point but chooses a systems approach, see Hughes (1979). The notion of a "hybrid community" to which Weingart has alerted me is usually used more restrictively to refer to the interaction of scientists and policy makers in their institutional roles outside the laboratory, as when science policy issues are decided with the help of appointed scientists who act as government consultants.
25. Note that variable transscientific fields are not taken to be relevant only in the "applied sciences". For the purpose of this study, no distinction between "applied" and "basic" research is made. For an attempt to specify particular characteristics of technology and the applied sciences, see Bunge's work (e.g. 1967).

26. For a contrasting conception, see the "social frameworks of knowledge" proposed by Gurvitch (1971), who distinguishes between masses, communities and particular groups (such as families, churches or states), which he correlates with specific types of knowledge.

27. Pickering talks about a massive intersection of "cognitive interests", a notion developed in analogy to Barnes (1977). For other uses of the conception, see Barnes and MacKenzie (1979) and Shapin (1979a,b). Part of Pickering's case study is published under the title "The Role of Interests in High-Energy Physics: the Choice Between Charm and Colour" in Knorr, Krohn and Whitley (1980).

28. I borrow the notions of fusion and fission from Callon, Courtial and Turner (1979).

29. As implied earlier, negotiation refers to all the moves that agents make, and not simply to open disputes or episodes of bargaining, which represent no more than the tip of the iceberg.

30. For recent formulations of this crisis of legitimation in science, see Weingart (1979). See also the literature on the role of experts in public policy (e.g. Nelkin 1975, 1978; Ravetz 1977), on countermovements in the sciences (Nowotny and Rose, 1979), and the example of the dispute over nuclear energy (e.g. Nowotny 1979). See also the special issue of Daedalus on the "Limits of Scientific Inquiry" (Spring, 1978), as well as Restivo and Zenzen (1978).

31. One of the more recent versions of this answer is found in the thesis of finalisation, which claims that, at their most developed, post-paradigmatic stage scientific theories need—and profit from—"external" problem-input to stimulate further development in a situation where all major science-internal puzzles have been solved. Cf. Böhme, van den Daele and Krohn (1973) or the English version by Böhme, van den Daele and Weingart (1976).

32. For an interesting attempt to found a formal description of the process of scientific enquiry on an interrogative model in which the kind of questions answered by a theory and the kind of questions posed through scientific observation are integrated into a logic of (scientific) question-answer sequences, see Hintikka (1979). See also Hintikka's monograph on "The Semantics of Questions and the Questions of Semantics" (1976).

33. As mentioned in Chapter 1, the idea that making a selection requires a translation into further selections implies an infinite regress of translations, for it is not clear why one would be able to make a further selection without a further translation. Thus, if a choice between two instruments is translated into a problem of the costs, the selection of the criterion of costs should require further translations, and so on. In practice, the regress ends whenever a selection between different decision criteria is no longer thematised as a selection; conversely, it is pushed one step further when decision criteria become problematic or have to be legitimised. I prefer to talk about translations of selections, rather than decision criteria, to give credit to the character of criteria as secondary selections which presuppose or imply further translations.

34. The whole issue of decision-making is of course quite complicated. Not only is there a vast amount of non-decision in the sense of Bachrach and Baratz (e.g. 1963), there is also the issue of "decisions" for which nobody feels responsible and which nobody wanted to be taken, and the general problem of an adequate model of human decision-making. For a recent discussion of the complexities involved, see for example March and Olsen (1976). The preference here is to talk about the selectivity—rather than the decision-making—of the laboratory.

35. In this sense the concept of transscientific fields advocated here invokes, literally speaking, a network model. At the same time it invokes the idea of a social field in analogy to field-theory in physics. For an overview of field-theory and its application in the social sciences, see Mey (1972).

Chapter 5

The Scientist as a Literary Reasoner,
Or the Transformation of Laboratory Reason

5.1 The "Products" of Research

We have illustrated the contextual contingency of laboratory selections and linked the opportunism of research to those unrealised capacities which attract scientists in the laboratory. We can now assume that scientists conceive of these capacities in relation to the transscientific connections in which they are engaged. In the laboratory, the contextuality of science is traversed and sustained by resource-relationships which constantly criss-cross the borders of speciality areas. In the reasoning which circumscribes the opportunity presented by an "idea", scientists orchestrate the fusion of interests which marks these resource-relationships. Such reasoning is found not only in and around the process of research fabrication, but also in the scientific paper.

For in the main, it is the scientific paper (or its equivalents) which confronts us as the removable and removed "end-product" of research. It is the declared relevant result of a process beyond which we cannot generally penetrate. In a study of the manufacture of knowledge, the manufacture of the scientific paper must be of special interest; in particular, we will have to pursue the conversion of reasoning as we move from the laboratory to the paper. It will be clear that neither the selectivity of constructive operations nor the contextual reasoning in which this selectivity is inscribed stop short of the scientific paper. In this sense, the paper is a construction of the laboratory, perfectly similar to other laboratory constructions. Yet at the same time, the written products of science contain an argument of their own, which contrasts with that of the laboratory.

This contrast is not only one between the piecemeal and ad hoc projections of laboratory utterance and the edited, polished coherence of written discourse. In the laboratory, scientific reasoning displays its concerns in savage purity. But in their papers, the savage reasoners of the laboratory seem to change their faith. The reasoning of the paper, one imagines, is faithful to the scriptures (the authoritative writings) of an area, rather than to the concerns from which it originates. Yet at the same time, this reasoning contains a conspiracy to appropriate or overthrow part of the scriptures. The scientific paper hides more than it tells on its tame and civilised surface. For one thing, it deliberately forgets much of what happened in the laboratory, although it purports to present a "report" of that research. Second, the written products of research employ a good deal of literary strategy largely unnoticed by the readers.

What does it mean to say that the research paper displays a good deal of literary competence in the art of writing? Are not most scientific papers tediously technical, if not outright boring? Literary and linguistic investigations of philosophical and social scientific writings (of which several are available) suggest that the language in these
disciplines cannot be regarded as a neutral medium through which technical results are reported. At present, there are not many analyses of writing in the natural and technological sciences. Those which do exist demonstrate that papers in the natural and technological sciences tend to be rhetorically standardised with regard to paragraph organisation, choice of vocabulary and grammatical means of expression. Hence literary skills, as defined by individual variation or stylistic excellence, are poorly developed, in contrast to much philosophical and some social scientific writing.

On the other hand, if we define literary skills in terms of a repertoire of techniques for persuasion, there is no shortage of such devices in natural and technological science writing; their results can be seen at work in every scientific text. It is by now almost a commonplace to say that scientists write in a language which is ostentatiously neutral. Studies of scientific texts reveal such common strategies as the use of a simplistic language, separation of “information” and “interpretation”, use of the passive voice and of the regal we, redoubling (in the sense of offering both sides of an argument), and avoidance of explicit value statements.

Manuals devoted to teaching the scientist how to write a scientific paper invariably censure the sorry results of some of these habits, like passivity, while reinforcing others, like brevity and “straightforwardness”. These, and more subtle devices in scientific writing, are rhetorical strategies of objectification, which says less about the intentions of scientific writers than about their conventions.

However, the persuasive effects of the scientific paper do not rest upon linguistic manipulation alone. The institutionalised definition of a scientific paper is that it constitutes a report of (laboratory) work, and it is this definition which accounts for part of its persuasive credibility. With Cicourel, I believe that understanding the formal properties of a text classified as a report requires that we understand the relationship between the text and the reality from which it originates. As argued by Bourdieu, the formal properties of a work are at the same time social strategies, and cannot be grasped by a science of discourse considered in and for itself.

In the next chapter, we will be interested in the written products of science per se, as that part of scientific reasoning which most obviously leaves the laboratory to be circulated and integrated in subsequent scientific work. At the same time, we will look at the transformation of scientific reasoning as we move from the selections of the laboratory to those presented in the paper. In other words, we will reconsider the authenticity of the scientific paper’s claim to be a research report.

That there are discrepancies between what we find in the laboratory and what is written in a scientific paper has long been noted—Merton traces the questions raised by these discrepancies back to Bacon and Leibniz, and Medawar is famous for his observation that the conventions of the research paper not only “conceal, but actively misrepresent” what happens in the laboratory (1969: 169). The problem is that we do not have any close empirical investigations which would illuminate those differences. The issue, then, is not to reiterate the puzzle created by the discrepancies, but to begin to document and analyse the transformations which take place. The scientific paper I have chosen to examine presumes a conversion of resources which serves to illustrate a more general mechanism of connection in the networks we have called transscientific fields. Characteristically, this conversion is found in the first part of the scientific product (its Introduction). In the following paragraphs, we will attempt to recover the laboratory reasoning in which the selection of a research effort was embedded, and
contrast it with the conversion of this reasoning in the written products which fol­

lowed.\textsuperscript{10}

The reader should note that the research under analysis was chosen only because my
records of it were complete,\textsuperscript{11} and because the scientists made available to me the com­
plete set of drafts, as well as the final manuscript, of the paper based upon this work. The
number of drafts (including comments by co-authors, colleagues or reviewers) is
16; for the present purpose, it is enough to draw on the first and final versions of the
paper. The laboratory work to which the paper refers was largely conducted between
November 1976 and April 1977; the first draft of the paper which was circulated is
dated 13 May 1977. The final version was finished on 14 September, submitted on 4
October, and accepted for publication (with the condition that a reference be com­
pleted) on 28 October 1977.

Since the paper only appeared in 1978, we cannot turn to citations as an indication of
its reception. But the fact that it was quickly accepted without corrections gives some
clue to peer response. Of its three authors, two were highly ranked with regard to jour­
nals and professional societies.\textsuperscript{12} The oldest author has published more than 250
papers, and acts as a government consultant. The youngest (and the one principally
responsible for the work) was 33, with 40 publications. The paper refers to the
 technological part of the work observed, which was to propose an alternative method
of protein precipitation to be used in protein recovery.

5.2 The Grounding of a Research Effort in the Laboratory

Among others, the story of the research under analysis (which was briefly introduced
in Chapter 3) features Walter, a chemist/technologist we have met before, scientists at
the institute such as Fuller, a chemist from another group, a university department, a
cooperative research institute connected with the agricultural industry, journal edito­
rs, and the generalised “anyone” to whom the research is addressed—many of them not
present at the scene of laboratory action. The story is told in response to my questions,
and through my notes on various comments and remarks. It is the only equivalent we
can find in the laboratory to the grounding of a research effort in the scientific paper.
The story weaves the intended results of the research as a \textit{presumptive resource} into the
web of concerns in which the scientists at the same time insert themselves. We will first
recall the reasoning which surrounded Walter’s launching of the effort:

\begin{table}
\begin{tabular}{|c|c|}
\hline
Question: & “Did you originally intend to work on these recovery methods?” \\
Walter: & “No, originally I did not want to do any recovery research. Rather, 
\hspace{1cm} it turned out that I would have to generate the protein I needed for 
\hspace{1cm} the assay work and texture measurements and these (sorts of) things 
\hspace{1cm} myself because I did not get it from the agricultural industry. But 
\hspace{1cm} originally I did not want to make a separate paper out of this work. 
\hspace{1cm} . . . I wanted to finish it as quickly as possible, and thought about 
\hspace{1cm} simply working together with Fuller (14-1).” \\
\hline
\end{tabular}
\end{table}

Walter had decided to rely on Fuller’s know-how but go to the large-scale lab, when he
learned about a series of problems Fuller’s method caused (see Section 3.6). Then
Walter happened to read that

“they use ferric chloride for protein precipitation of s.w. . . . It must be cheap,
otherwise they would not use it. And I read that it can be done at low temperature without heat treatment."

This came about at a time when Walter had been reading about the exploding energy needs in agriculture, and was fascinated by the notion of energy savings. When asked why he thought ferric chloride was such an excellent idea, he said:

"In Europe (where this sort of protein recovery is done extensively), everybody who recovers this protein uses heat coagulation. Since the protein concentration is only 0.5%, one has to use enormous quantities of solution to get 1,000 grammes of protein. . . . They realise that this is a problem and attempt to concentrate the liquid before heat coagulation—but this is expensive, too. And the result is an insoluble protein causing all kinds of problems!" (4-4/4).

The idea was simple: "If one does not have to use high temperatures on the protein, the solubility must be higher and the whole process must be more interesting in terms of energy". The appeal of a protein recovery method which used less energy and resulted in proteins with a high nitrogen solubility was immediately apparent. It was not difficult for Walter to convince the other members of his research group to try his plan. But there were other reasons at play in regard to the four scientists who subsequently became involved with the research. Walter himself can provide a sample of these reasons.

Since Walter wanted eventually to return to the university he had come from, the value of his work in regard to career requirements remained, as he said, constantly in the back of his mind. In particular, he was concerned about a lack of purely technological work in his profile. This, he believed, would cause problems in the advancement of his career. At the time he came across the idea of ferric chloride, he said later:

"I was also already concerned about the fact that I had not covered any technological topics in my protein work up to then. I thought that, if I have to go into the large-scale laboratory anyway and generate the protein myself, I might as well make some comparisons and see whether the ferric chloride works. This would fill the gap . . . ." (14-13/1).

At another point, it became clear that Walter had a contract with a cooperative research institute financed by the agricultural industry to work on some of the problems concerning their proteins. He said:

"I know that their (recovery) procedure is bad, and I know from pretests I did that the solubility of their protein is very low. They should be interested in this work . . . ." (6-3/2).

He knew that he had "to offer them something at some time in return for the contract", and thought that the new method would be exactly what they were looking for. However, he did want to publish the method, but was afraid the industry would not go along with this. (His solution was to write to them about the method and insist that he had to publish because of all the other people at the institute who were involved with the research).

But there was another reason for Walter’s attraction to the new recovery method, one which I have cited before. Like others, Walter considered the expensive equipment
and well-trained staff at the large-scale laboratory highly appealing—and even more attractive because access to it was not easily obtained, as we have seen in Chapter 2. On several occasions, I heard that any project which allowed this opportunity to be "exploited" for one's own work would be welcome. The new method of protein precipitation provided such a reason (27-1/1).

It doesn't really matter that reasons such as these often seem to be post hoc rationalisations of a decision that more likely "happened" than was "made". When the "occurrence" of ferric chloride was caught in a web of reasons, it generated a context of action circumscribed by that web. Laboratory action proceeds in the space of possible selections carved out by this context, until the context is redefined again. The reasons which appear post hoc in a logic of decisions are simultaneously presumptions of the future in a logic of action.

But there is another aspect which should be emphasised here. When the scientist cast the new method as a resource with respect to various demands (for covering a technological topic in one's curriculum, for the protein needed in other research, for fulfilling a contract, for using opportunities of success) in which they found themselves entangled, those demands called forth a series of actors whose hidden participation in laboratory work became suddenly apparent. For example, the university professor whom Walter frequently mentioned in connection with his worries about covering a technological topic in his work, or the research director at the institute with which he had a contract. Moreover, there were leading scientists at the institute who were interested in the experiments for which the protein was needed, including the group's research leader. There were also the colleagues whom Walter called upon to interpret potential journal interest. And there were two well-known senior scientists with whom Walter felt he might profitably publish a paper.

With respect to these and other agents, the scientists plotted the fusion of interests which marks resource-relationships and which sustains (in their reasoning) the construction of a piece of research. To be sure, the respective agents would have to be convinced of the projected fusion of interests. (From a previous reference, we know that, judging from his reaction, the director of the institute with which a contract existed was not convinced.) The fusion of interests rests upon the convertibility of the scientist's "resource" into the currency with which the respective agents make their transactions. In other words, it rests upon its capacity to insert itself as a resource into the context of concerns which they have woven for themselves.

But the point to be noted is that the mechanism of connection in the networks to which we have referred as transscientific fields must be linked to this convertibility of the respective resources, and not to some characteristics which the members of the network share. To paraphrase an expression used elsewhere, resources which cannot be converted remain socially ad hoc, in the sense that they do not lend themselves to the reasoned continuation and integration of practical action (an issue to which we shall return later on). We shall see that scientists presume a form of this conversion when they write a scientific paper. Let us begin by looking at the first version of the relevant scientific paper.

5.3 The Grounding of a Research Effort in the Scientific Paper

In contrast to the flux of reasoning which constantly springs from the activities of the laboratory, the scientific paper presents a tame, tightly regulated flow of reason
within a structure provided by page and paragraph. This structure is well-known. A
title page first locates the paper at the intersection of particular author with particu-
lar (scientific) connections, a particular journal, and a topic doubly determined by title
and running head. A following page repeats all but the name of the organisation, and
includes the Abstract, followed in turn by the Introduction. Sections on Materials and
Methods and Results and Discussion appear in due course, followed by References,
Acknowledgements, and a set of Tables and Figures.

With slight variations, this is the standard form of a scientific paper, which in the
present case, remained the same between the first and final versions of the paper. The
sections on methods and results are usually further subdivided by paragraph headings
which for the first time touch upon the substantial content of the work. The only
special characteristic in the paper analysed here is that it included, on page 2, an “In-
terpretative Summary” for “internal use” at the institute.

In contrast to the mix of reasoning we find in the laboratory, the scientific paper sets
the different issues neatly apart in the subdivisions provided by the paragraphs. Rather
than collect scattered remarks throughout a period of observation in order to learn a
scientist’s reason for the research, we need merely identify the correct subdivision of
the paper. Rather than mould one’s notes into a readable account of scientific ra-
tionale, all we have to do is to listen to the story presented by the relevant part of the
paper. To be sure, we will not find any part of the scientific paper which directly
reflects the scientists’ accounts of the grounds and origins of their work. However, we
do find a section of text which corresponds to the role played by these accounts: the In-
troduction. It is in the Introduction that a work which has been purged of personal in-
terests and situational contingencies is inserted into a new framework of reason; in
which, quite literally, the work is recontextualised.

When we read the Introduction to the first version of the paper analysed here (see
Appendix 1 at the end of the book), two characteristics are striking. First, there is a
clear structure consisting of paragraphs ordered in terms of decreasing generality. The
paragraph-topics begin on the most general level (protein from potato plants) and pro-
cceed to the most specific (an alternative method of coagulation), followed by a man-
date to act (to find the method). Second, there is an almost exclusive reliance on
categories of quantity and quality in terms of the topics presented.14

The argument suggests in a rather straightforward manner that there are enormous
quantities of high-quality protein available in the world (11. 2-11), and that there is a
“tremendous” waste of these resources (11. 12 ff.). Recovery of protein pays off in
terms of the amount of available raw material, total costs, and yield compared to other
plant proteins, as confirmed by its commercial recovery “in different European coun-
dtries” (11. 38-53). However, the current method of recovery has serious disadvanta-
ges, such as low nitrogen solubility and limited applicability of the protein, energy-costs,
and possibly carcinogenic results (11. 54-69). There could be a major alternative
coagulant (11. 70 ff.) which would turn the disadvantages of the current method into
advantages. Moreover, the “nutritional significance” of the iron used in the new
method greatly offsets the possible “carcinogenic” effect of heat treatment (11. 65-67
and 74-76).

The predominant tense in which this state of the world is described is the present.
Only one direct recommendation (11. 28-29) and a rare conditional phrase point to a
possible world:

"If the remaining 70 - 80% of the material could be converted into nutritients, total nutritional resources could be vastly increased . . ." (11. 18-20).

"Ferric chloride . . . could be another major coagulant for the recovery of PPC" (11. 70-71).

The final sentence (11. 79 ff.) represents the work as the result of the authors’ attempt to bring about such a possible world—finding a method which yields comparable quantities and better qualities. The use of the imperfect tense suggests that the method has actually been found, although it is not identified here.

The transition from predominantly quantitative propositions to explicitly qualitative evaluations comes about in paragraphs 5 and 6, marking the dramatic climax of the tension and its subsequent resolution—the use of ferric chloride. As befits a discourse in which sections called Materials and Methods and Results and Discussion are to follow, this resolution is not elaborated upon here. Nevertheless, the Introduction is complete with respect to such conventional elements of literary structure as tension and resolution, identification of good and bad, and organised development of action. Subsequent sections function more as appendices to this structure than as the unfolding of a dramatic structure. 15

Let us stop here at this global characterisation of the argument of the Introduction (a more detailed investigation will follow in Section 5) and highlight some of the main areas in which it differs from the reasoning of the laboratory as exemplified before. In the laboratory, the scientists invoke a series of parallel, if not independent, needs or mandates ("have to do-s") to which the potential of some new method to eliminate the need or to accomplish the task was related: the need to find a method for generating large amounts of protein demanded by bioassay work, the mandate to come up with some relevant results in return for contract money received, the perceived need to research a technological topic in order to qualify for a position, the demand for a method resulting in high nitrogen solubility and low energy costs. Or they referred to a potential from which, with the help of a principle of rationality, a requirement of action could be derived, as when the "resource" of the large-scale laboratory was cited as a ground for doing research which required its use.

The point is that in the laboratory we encountered a multiplicity of reasons and projected uses for research which cannot all be subsumed by an interest in publication, and may even run counter to it—as when the need to generate large amounts of protein quickly conflicted with the need to investigate the method more thoroughly for a publication, or when the projected interest of industry in patenting a method raised problems for the would-be author of a paper. Furthermore, these reasons were tied to the personal interest structures which establish the link between agents in a network of resource-relationships in which the scientists inserted themselves.

In the story of the Introduction, this multiplicity of laboratory reason is reduced to a single line of argument. Of the demands invoked by the scientists, all but the need for an improved recovery method are absent. In contrast to the laboratory reasons (which are usually not elaborated in depth or detail), the demand for a new method of protein coagulation is grounded in an extended chain of reason. Except for the authors themselves, none of the agents through whose concerns and interrelationships the laboratory research was sustained appear in the text.
I am not suggesting that scientists intentionally misrepresent or "cover up" the reality of the laboratory. The impressions created by the text often follow the pattern: "Why are you trying to make me believe you're going to Lemberg by telling me you're going to Krakow, when in fact you're going to Krakow?" which has been described, among others, by Lacan. The best example of this, perhaps, is the Introduction's reversal of the dynamics of research we find in the laboratory. In the laboratory, the scientists responded to the chance occurrence of an opportunity of success by instituting a new line of research. In the paper, it is the demand for an alternative protein recovery method that moves them.

The scientists in the lab did not begin with the problem of wasted resources or the health hazard associated with heat coagulation, and then search for a solution. When I asked Walter if he had specifically searched for a method which would work at low temperature and thus meet the energy-reduction and nitrogen-solubility requirements outlined in the text, he said:

"No. I think I was not clever enough originally to see that it would be better to recover protein without applying heat treatment. I probably first read about the ferric chloride. One needs stimulation to see. . ." (14-13/1).

The impression of a problem-pushed solution which has been researched, rather than encountered by chance, is created in the text through the hierarchical organisation of arguments through which the solution appears derived rather than original. And it is created through formulations like the final mandate of the Introduction, which says that "The aim of this work was to find an alternative precipitation method. . ." (1.79), thus suggesting that the solution was a result of the authors' search. In sum, we can say that the potential instantiated in the laboratory by the discovery of FeCl$_3$ coagulation leads to the mandate of realising the potential through experimentation; whereas in the Introduction, it is the scientists' mission that established the potential of an alternative protein recovery method (see Exhibit 1). However, this reversal is not the effect of misrepresentation, but part of the literary strategy of the text, of which we will hear more when we compare the first and final versions of the paper.
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**Exhibit 1:** The Origin of the Research Effort According to the Introduction and the Observer's Story

### 5.4 First and Final Versions: The Dissimulation of Literary Intention

I now invite the reader to look at the final version of the *Introduction* (see Appendix
2 at the end of the book) and compare it with the version we have been discussing thus far. The impression we get from the final version is that it dissimulates the dramatic emphasis and straightforwardness found in version 1. If we look more closely, we will see that this dissimulation results from a series of modifications which run counter to the rhetoric of the original presentation. Three major strategies of modification appear to operate: deleting particular statements made in the original version, changing the modality of certain assertions, and reshuffling the original statements.

Characteristically, the statements deleted in the final version are of two different kinds: either arguments which essentially reinforced a certain point, or assertions considered "weak" or "dangerous" (some arguments, of course, are both reinforcing and dangerous). For example, four of the fourteen statements eliminated from the first-version text accentuated the negative value of the prevailing protein recovery method by commenting on its "disadvantages" or the "advantages" of FeCl₃ as a "major" alternative (11. 61 ff.). Another group of eliminated statements reinforced a previous point, such as the phrase, "if the remaining 70—80% could be converted into nutrients ..." which immediately followed the phrase "According to Kramer and Krull (1977) only 20—30% of the vegetable plants are utilized directly for human consumption ..." (11. 16 ff.). The former statement was deleted because it was "obvious". Yet the latter statement did not meet with approval either. It was later deleted as a "dangerous" claim which was expected to generate opposition and disbelief. Two-stage processes of this sort are not rare. Note that eliminating "dangerous" claims and arguments which reinforce the problems of the ruling method effectively weakens the character of the Introduction as a dramatic production.

A similar effect results from the strategy of modification, which consists of changing the modality of certain statements from the necessary to the possible, and generally from the strongly asserted to the more weakly asserted. Instead of saying that something "is" the case, we find that "it has been suggested as possible"; instead of "should", we find "could" (11. 6 and 29 of version 1). Expressions like "mainly" are watered down to "usually" or "commonly", and the "good" solubility of PPC becomes merely "enhanced". The scientists either hold back their claims, or couch them in terms which denote hesitation and doubt.

The final softening of dramatic impact comes about through a reshuffling of the remaining original statements over subsequent revisions, resulting in a loss of clarity and straightforwardness. For example, paragraph 1 of the final version contains statements from three paragraphs of version 1: As a result, the introductory paragraph no longer remains on the most general level of the worldwide quantity and quality of proteins, but shows a pronounced tree structure which proceeds from the world production of protein to production in the United States, to that portion of U.S. production available as processing effluents, and the percentage of protein which can be recovered from these effluents. In other paragraphs, reshuffling results in similar changes (17 see Exhibit 2).

Both the reshuffling and the deletion of statements lead to a new overall paragraph structure which no longer moves from the general to the specific. Instead, the new paragraph organisation is nested, in the sense that previous topics are resumed at a later stage. As a consequence, the final Introduction proceeds by a spiral-like hedging in on the purpose it gives to the study. This hedging in is accentuated by the softened surface of propositions produced by strategy 2, with the result that any dramatic
climax is diffused and difficult to identify.

In paragraphs 1 and 2 of the final version, the situation is not explicitly defined, as it was in the first, in terms of the enormous waste of tremendous resources. Paragraph 3 foreshadows a preference for FeCl$_3$ when the latter is said to “compare favourably” with HCl (11. 30 ff.), but the message is obscured by the subsequent references to other, irrelevant methods. In the following paragraph, energy costs and insolubility are cited as disadvantages of heat coagulation, and ferric chloride is credited with potentially adding to the value of the proteins. Yet the relevance of this is once more obscured, this time by its distance from the study’s statement of purpose, which is found only in the last paragraph. In between them is paragraph 5, which discusses the general quality of potato protein, mentioned at the beginning of the first Introduction. Paragraph 6 continues with an outdated economic analysis of different methods of precipitation. By its focus on comparison and the dating it proposes, paragraph 6 prepares for the purpose of the study which is, according to paragraph 7, “to compare
the effectiveness’ of different coagulation methods and ‘to evaluate’ the characteristics of their results on different scales.

With the climax of the next to last paragraph of the first Introduction, its resolution, via the discovery of an ‘alternative’ method of coagulation as a step toward a possible world of adequate resource-utilisation, has also disappeared: the mission of the published paper is no more than a comparative analysis and evaluation. Note that this evaluation is not simply the text’s original proposal in disguise. The paper concludes, as we shall see later, by disavowing any explicit recommendation of an ‘alternative’:

“The ultimate selection of a precipitation method for potato protein will depend upon an analysis of the nutritional and antinutritional, economic, engineering, compositional and functional parameters, within the constraints of the end product use of the PPC” (11. 97 ff., App. 2).

It is noteworthy that changes in the abstract between the first and final versions of the paper replicate the kinds of changes made in the Introduction. The result is most conspicuous in the case of the Interpretative Summary. The first such summary is a condensation of the first version of the Introduction; the final summary, according to the authors themselves, is ‘nothing more than a somewhat extended title’ for the paper (see Exhibit 3). In this case, deletion ruled over all other strategies of modification. The first such steps can be seen in the first version, which (as in the case of the Introduction reproduced in Appendix 1) includes the corrections of the last named and senior author of the paper. See also the more subtle changes introduced here, as when the sentence ‘The present study shows a way to precipitate all of the coagulable protein . . . ’ ‘turns into ‘The present study describes a method of precipitating potato protein . . . ’ (1. 15 of version 1).

Given such changes as these, the final version of the Introduction (and analogous parts of the paper) is emphatically not a dramatic elaboration, especially when compared with the first version. In terms of literary strategy, the final version is a consistent understatement of the first, and the interesting point here is that it is not a deliberate understatement. We cannot assume a coup de la modestie by which the agents amass symbolic benefits from displaying a possibly fitting humility and sincerity.¹⁸

The final version of the paper is not only the product of its authors, but of several other scientists as well, whose critical comments have been taken into account. The process of rewriting the first version is one of negotiation among authors and critics. The dynamics of this process is interesting in itself, since there is no smooth transition from one version to the next via the incorporation of comments and criticisms. Comments may be solicited, but not received, or unsolicited but received, or received one way or another and not taken into account, or received several times in different versions and resented, etc.

For example, version 4 of our paper (the first official draft¹⁹ passed on to the two co-authors) came back with “minor” corrections by one co-author to which the original author responded by saying that “he accepted it without corrections, very much against his habit”. A later copy given to the head of the group includes an author’s handwritten note “. . . please check the manu.”. It came back without corrections, apparently unread. A second copy, including the note, “sorry, but you should and must read it”, was passed on; this time the scientists apparently paid no attention to the sug-
Interpretive Summary

About 12,700,000 metric tons of potatoes (containing 268,000 metric tons crude protein) are utilized in the USA for food processing every year. Only 20-30% of the vegetable plants in the USA is utilized directly for human consumption. The potato process results in potato effluents (potato chips, flakes, granules, fresh fries, starch, etc.) representing a potential effluent which is a major protein source as well as a major waste disposal problem.

The commonly used recovery process for potato proteins, acid/heat precipitation, has an energy intensive concentration with low solubility, which is a limiting factor for their use in food systems. Another disadvantage of the heat treatment are the energy costs of heating the protein concentrates with water up to the precipitation temperature.

The present study shows a way to precipitate all of the N-solubility of the protein of the waste effluents at room temperature. The resulting potato protein concentrate has a nitrogen solubility 7.5 times higher than the solubility of the acid/heat precipitated concentrate.

Interpretive Summary

Protein in waste effluent resulting from potato processing were recovered by three methods, i.e., hydrochloric acid and ferric chloride, both at room temperature, and hydrochloric acid at 98-99°C. Protein recovery, compositional, and functional characteristics were studied.

Exhibit 3: The Interpretative Summary in the First and Final Version of the Scientific Paper
gested corrections, for they do not appear in the updated and retyped version.

Versions 9 and 10 were accepted with minor corrections by two official reviewers and supplemented by version 11 which, apparently without request, had been reread by the head of the group, who recommended more “serious” modifications. Comments such as “is this speculation or fact?” and the question as to whether the “excellent” nitrogen solubility advocated in the paper was “necessarily an advantage” provoked considerable annoyance. Nevertheless, two co-authors introduced some rewritings (version 12), which were then retyped and corrected by one author (version 13) and slightly modified by the other (version 14). This version was passed on by the senior author to the head of the group, prompting further criticism and the comment “better, but still not satisfactory” (version 15). Needless to say, the critique was greatly resented.

It is important to see that those who act as reviewers and critics in this process of modification are not only friends of the author who want to help anticipate and fence off negative response. They are also opponents, often working on similar topics within an overlapping network, with stakes of their own (or of those to whom they are related) to defend. The antagonism which developed between the first author and the head of his group (acting as a critic, but not a co-author) illustrates this ambivalence. The author became hostile because he felt he was being forced to “weaken” his case by reducing the claims made in the first version.

Version 15 of the paper amply documents this antagonism, since it includes not only the comments made by the head of the group, but also the author’s biting reactions to the criticism. For example, a request to delete a sentence is generally annotated with an underlined “Why?”. A new wording proposed by the head of the group is met with a “Thanks!”.

To the question “What happens when you wash the other ppt’s?”, the author responded “What one expects!”, followed by an explanation without addressee (the annotated paper did not go back to the head), and when the question “how much less” was added to the paper’s assertion that “less protein is recovered . . . “, the author wrote an angry “see figure 2” and underlined it three times. The paper contains a whole battle of annotations.

The battle (but not the hostility) ended in a compromise which favoured the group head—who, after all, had a say in what left the institute by way of publication and what did not. The existence of this battle (and in general, the process of negotiation which precedes publication) illustrates the fact that the content of a published paper is not merely the result of an author adhering to the conventions of scientific writing. As I pointed out before, even the youngest of the three authors had forty publications, and was well aware of those conventions.

Given the amount of expertise involved, we can safely assume that the first version was written in accord with the relevant conventions. The features of the published paper, then, must be taken as the result of a process of negotiation between authors and critics in which technical critique and social control are inseparably intertwined. This implies that the published paper is a multilayered hybrid co-produced by the authors and by members of the audience to which it is directed. Furthermore, the published paper is not a final product in any reasonable sense of the word. A published paper is stabilised in print, but not in the discourse into which it is inserted and by which writing is sustained.

The negotiations which follow the author’s version but precede the publication of a
paper document the reconstructive work done by a social field *long before* the paper appears in print. This reconstructive work is interrupted, but not halted, by publication. The readers of the published paper dissect and contest the text much as the reviewers do; they believe some arguments, disbelieve others, qualify some claims as warranted and others not, and cast a web of interpretations and relevances upon the bare words.

5.5 The Construction of a Web of Reason

We have contrasted the reasoning found in the first version of the *Introduction* with the reasoning heard in the laboratory, and examined some of the most conspicuous modifications by which the first version was transformed into the final draft. We shall now consider the final *Introduction* in somewhat more detail. In the laboratory, the web of reasoning surrounding a research effort (and the relationships instantiated in this reasoning) provided its decision-translations and selections. In the paper, these selections are ushered in and encircled by the web of reason spun in the *Introduction*.

The *Introduction* is the locus of the paper (and the only locus, if we disregard those parts, such as abstracts and summaries, which act upon the core of the paper), which frames it in a context of relevances, and provides a key to what follows. The authors do this by naming those agents to whom their work matters, and by specifying the circumstances of their mandate. They construct a real world which requires them to depart for a possible world. Let us pursue the thread of reason which leads to this departure.

The *Introduction* begins by specifying a resource: protein from the potato plant. The first sentence specifies how much protein the plant contains; the second states the amount of protein produced from the plant world-wide; and the third indicates U.S. production. That we are correct in reading this as the specification of a resource is made clear by the first sentence of the *Abstract* which precedes the *Introduction* and talks about potato processing effluents as a "potential source of valuable protein..." Remember, too, that the beginning of the first version of the *Introduction* stated that:

"potato tuber(s)... provide the world with 6 million metric tons of protein per year" (emphasis added).

Resources exist only in relation to an interest, need or demand. The *Introduction* specifies a chain of resources, or a series of potentials, related to a series of interests and needs which remain implicit. (The one exception is the explicit reference to the "interest in the recovery of potato protein during the past 60 years..."[1. 21 f.].) The *Introduction* connects the resources it specifies by an equally implicit mechanism of sequential contingency.

Let me clarify this. The potato tuber is introduced as a source of protein and related to an implied protein need. However, it becomes a resource for fulfilling this need only in so far as it has not been used already for this or another inevitable purpose. In other words, it is a resource only if some portion of it is still available for generating protein. The available portion, in this case, is the processing of waste effluent, whose resource character in turn depends on the possibility of recovering the unused protein. The text's next move is to state that such recovery methods are available, most commonly by heat coagulation (paragraph 3).
Continuing the chain, a recovery method becomes a resource only if its own qualities (such as low cost) are desirable, and lead in turn to certain favored qualities in the protein (such as high nitrogen solubility). Heat coagulation is pictured as a negative resource, since the text states (in paragraph 4) that it fails to meet these requirements. At the same time, it promotes FeCl₃ as a method which meets these demands.

The next two paragraphs reiterate the resource value of potato protein in relation to the implied need for a favourable amino acid balance, and the negative resource value of heat coagulation in regard to energy costs. Ferric chloride, on the other hand, can only be considered as an alternative to heat coagulation if it can be shown that it compares favourably with other methods. It is this comparison which the text takes to be its mandated task.

The implication of this final contingency is clear: if FeCl₃ can be shown to fulfil the specified requirements, then all other resources may be instantiated for their respective purposes. Given the sequential contingency between the respective objects of (positive or negative) resource-value, the instantiation of FeCl₃ as a proven alternative transmits itself from the bottom of the Introduction to the top: the heat coagulation method is deinstitutionalised, a recovery method which fulfils the authors' requirements is established, protein can be regained from waste, waste can be reduced, potato protein can be made fully available for human consumption, and the need for more protein in the world can be met. Exhibit 4 illustrates this logic of the Introduction.

Note that the authors prefer to talk about available resources, rather than needs. This is an effective literary strategy which, unlike the strategy implied by the above sequential contingency, must remain hidden to textual analysis alone. Unlike the claim that there are large quantities of unused protein in waste effluents, the assertion of a significant need for more protein suitable for human consumption might not have gone uncontested. At the time the paper was written, the controversy in regard to the world food problem as largely a question of protein had already begun. Thus, to avoid the question of what is needed in favour of emphasising what is available, to speak of potential rather than necessity, represents not merely a reliance on the reader to fill in the obvious, but serves to counteract expected criticism which might otherwise threaten the paper's value from the start.

If the scientists had begun by referring to a world-wide need for protein which could be alleviated through their work, they would have been forced to confront the controversy, either by addressing it directly in the paper, or via the response of their critics. But to propose the use of "wasted" resources requires no further legitimation, since both the reduction of waste—a potential environmental hazard—and the more effective utilisation of plants for human consumption are values in and of themselves.

Note, too, that the emphasis on "waste" redoubles the emphasis on what is available and on what can be done, rather than on what might be needed. The heavy use of numbers has the same effect. This double emphasis on available resources and their waste brings into play an element of irrationality which is linked to the agents with which the authors populate the Introduction: the irrationality of a world which wastes part of the protein it produces and needs, and that of a manufacturing industry which has thus far remained insensitive to the need for change brought on by increasing energy costs. The implication—although not the explicit proposal—is that this irrationality can be remedied through the authors' work. By playing upon the issues of waste and available, but unused resources (which it associates with practical agents),
the text recalls the outworn image of science as the standard-bearer of rationality.

Practical situations linked to practical agents and ordered by sequential contingency constitute the (contextual) weave of reasons into which the work of the paper is inserted in the Introduction. Yet the part which science plays in the argument also follows a certain logic, although one which seems to be independent of paragraph structure and the general pattern of textual organisation. The Introduction lists several methods of protein recovery which have been “reported”, “propagated”, “studied” or “demonstrated” by science (paragraph 3). Among these, three are qualified in particular at several points in the Introduction: heat coagulation, trichloroacetic acid (alone and combined with heat coagulation), and ferric chloride precipitation. The first two are qualified as those used in practice, and resulting in disadvantages.

The third—ferric chloride—has been “demonstrated” to compare favourably with trichloroacetic acid in laboratory experiments and “could add” to the nutritional value
of the protein. The paper will demonstrate that it works at low energy costs in large-scale production and results in a protein of "excellent" nitrogen solubility. The two-step transition from heat coagulation/HCl to FeCl₃ can be extended by yet another step—one not addressed in the paper, but of key concern in the laboratory: the purification of the resulting proteins. In Chapter 3 we saw briefly that this issue led to the preference of yet another coagulant, as well as to work on the chemical modification of proteins. But the subject is avoided in the paper because of the relatively "unsatisfactory" results available when the paper was written, and because it was to be "spared" for future publication.

The paper specifies the first two steps of this progressive transformation of methods in the Introduction. The progress of sequential transitions is assured by means of (out)dating and disqualifying earlier methods, and by solidifying the new alternative through the extension of its advantages. In accord with the subject of the paper, what is implied is a progress of technology. Exhibit 5 illustrates the respective transitions.

Thus, the Introduction inserts the author's work into a double frame of technology and practice, the latter being much more elaborate. The mandate for the work is derived exclusively from a string of practical demands. The paper refuses to even hint at a progress of technology which does not depend on the frame of a better use of practical resources, even though the paradigm in Exhibit 5 (which is present in parvo in the paper) would easily lend itself to a more dominant role. As one might expect, the recessive role played by the "scientific"—as opposed to the practical—frame is reversed in papers classified as basic science.

The point here is that the double-threaded framework of the Introduction, no matter which way it leans, is a construction of contexture which replaces the circumstances of practical action encountered in the laboratory. If the scientific paper is a decontextualisation with respect to practical circumstances and local idiosyncrasies of scientific action, at the same time it provides the reader with a recontextualisation, found in the Introduction.

Like the laboratory reasoning we have heard, the argument of the Introduction launches a resource and carefully delimits the space and time in which it is placed. The space is that of practical circumstances which, whether "world-wide", "in the U.S." or "in various European countries", surround the production and recovery of protein. The time is that of a present marked by increased energy costs, and a possible future (in the U.S.) in which wasted protein is recovered, and done so more effectively than at present (in Europe). The resource, however, is no longer a resource for the scientists, variously convertible within the network of relationships in which they deem themselves entangled. In the context created by the Introduction, one of these conversions has already been accomplished: the resource has been transformed into a resource for the generalised practical agents with which the Introduction is populated.

5.6 The Management of Relevance

In any conversation, a speaker's contribution at a given point in time is generally intended—and heard—as relevant to the preceding exchange, or the agreed direction of the talk. To sum up what happens in the introductory section of a scientific product like the published paper, we might say that it serves to manage relevance by (re-)constructing the prior stage and direction of an exchange in which it inserts itself. First, the
Exhibit 5: The Progress of Technology of Which Two Stages Are Present in the Scientific Frame of the Paper
authors have established that they have something relevant to say, given their description of the state of affairs existing prior to their contribution. Thus, their right to insert their statement into the scriptures of a field through publication is legitimate. Second, the authors try to indicate how their statement is relevant. For example, they have drawn upon the device of sequential contingency in the practical frame to suggest to the reader, step by step, how FeCl₃ could be converted into assets for a variety of agents whose interests they invoke—the U.S. which could use its plants and protect its environment more effectively, or the potato processing industry which could profit from a better, more cheaply recovered protein. Third, by arguing in terms of energy costs, nitrogen solubility and nutritional value the authors invite the reader to favour ferric chloride which fares best on these dimensions, implying that other variables discussed in the section on Results such as the absorption capacity of the precipitates which is higher with traditional methods, are less relevant. Thus, the Introduction provides criteria of relevance according to which some results presented can be seen as more important than others despite the refusal to make an explicit recommendation.

Note that we are talking about the management of relevance. The practical relevance elaborated in the Introduction is, first of all, a phenomenon of the discourse about practice, not a phenomenon of practice itself. By this I mean that the generalised resource-relationships which integrate scientists, the potato processing industry, a population which profits from more and better protein, or the U.S. which profits from less waste, have no correlate in the scientists' practical interaction. Nor do the scientists' actual transscientific connections have a correlate in the Introduction. The resource reasoning which is part of a scientific paper is a move in these fields, not a representation of them.

To be accepted for publication, this resource reasoning must provide a plausible script for (in this case) practical action, and not a scenario which has been or will be realised. While the same kind of reasoning has been found in the laboratory, the conversion which has taken place has moved to a level devoid of social corroboration through the enactment and negotiation of respective relationships. More precisely, the relevance managed in the Introduction has no correlate in social action which does not depend on further conversions through the practical response of those the paper manages to interest.

5.7 The Story of the Laboratory Continued

"R. had used OIA protein for a try to filter out the Fe (for the rat-testing) on lab scale, but the attempt did not work since the vacuum in the filtration process was not strong enough. Originally he said he would freeze the stuff, then stopped because it was such a mess. The attempt to get out the Fe worked (but not too well) in the P- lab on Friday, and since he was so angry with the terrible gel-like protein, he decided to centrifuge in analogy to P- lab(?) on smaller scale and to see what happens, come what may. R. did, however, not really believe it would work, since he had tried it already on a very small scale and without citric acid and it had not worked. Furthermore, R. thinks centrifuging not an ideal solution since on a technical scale, it involves too high . . . (etc.)"

The above quote is an unedited entry from my laboratory notes dated 18 April 1977,
and refers to research following the decision to work with ferric chloride. It is part of the summation of a day’s work, a hurried jotting rather than a verbatim account of what R. actually did and said. But if we turn to the scientific paper (and specifically, to the sections which follow the Introduction), we will search in vain for anything which even remotely approximates this summary. Indeed, we will find nothing in the published paper that corresponds to the series of experiments on removing the iron from the protein concentrates to which the above note (and many others) refers.24

Our goal is to extend the analysis of the scientist as a literary reasoner from the paper’s Introduction to the sections on Methods and Results, and to pursue further the transformations between laboratory-reasoning and its written presentation. However, given the lack of correspondence I have indicated, this task becomes an almost preposterous undertaking. How can we compare the incomparable in terms of sequence, spacing, reference, or even content? In the case of the Introduction, this task was made easier because the scientists grounded their choice of a new research focus in a multiplicity of reasons, to which the Introduction offered an equivalent. It is precisely the lack of such an equivalent in the subsequent sections of the paper that creates the difficulty.

We have seen that the Introduction of the scientific paper is a co-produced, double-threaded recontextualisation whose function as discourse is to manage the relevance of the text. A recontextualisation presupposes some form of decontextualisation. In the paper, we find no trace of the agents, the relationships and the concerns which permeated the scientist’s laboratory reasoning. The Methods and Results continue this strategy of decontextualisation, but do not provide any further recontextualisation. Instead, they are marked by a conspicuous avoidance of arguments which might ground their assertions.

Let me illustrate this decontextualisation by first considering more closely the laboratory operations referred to in the section called Methods and Materials. Notes taken in the laboratory provide us with a full-blown “action description”;25 that is, with a presentation of the scientific tasks and doings which dominated the laboratory scene. That these tasks are rarely specified in full is apparent from the constant interpretations and (re-)negotiations: the space created by the indeterminacy of laboratory action is filled with reasoning about “what is the case” and “what is to be done”. More precisely, the scene is dominated by what could be the case, and what should or might be done. Let us look at an example from the work to which the paper refers.

The date is 9 February 1977, one day before the second run of the large-scale recovery experiments. Dietrich learns, through a phone call from Jackie, his senior in the laboratory, that Watkins has finally agreed to let them have the large-scale laboratory, “after making lots of difficulties”. The experiments are set for the next day, which puts them, by their own account, under considerable pressure. Moreover, they feel grateful for any opportunity to use the laboratory. My notes continue the story:

“According to Dietrich the first thing to do is to get the Bentonite (an adsorbent agent) needed for the tests. He goes to search for it. . . . When he returns only after about two hours, he says he did not find any of it in the storage room nor in some of the labs which usually use it. He also says he realises that the Bentonite might be bound with the protein. They could risk it in this case, since the effect is pH dependent, but he does not like taking the risk.
The problem is discussed among those present. Anderson suggests that they try calcium carbonate, one of the most important adsorbents in general use. He says he used it once to separate protein from other ingredients, and it worked perfectly. Dietrich says they will have to try it tomorrow, since there is no other alternative. The major problem is that the calcium carbonate will probably contaminate the protein. They decide to see what the results look like first, and then try to get rid of the calcium carbonate.

The second problem is to decide at what point in the process to add the calcium carbonate. If it is added before they make the split into HCl and FeCl₃ treatments, they can compare the new HCl-precipitated protein with the old one (for which no adsorbent agent had been used) and see what they've gained, if anything. If the calcium carbonate is added at the beginning, it will bind with the starch and be removed with it during centrifugation. To add it later in the process would better correspond to conditions as they hold in practice, but this raises fears concerning colour.

Furthermore, it is questionable whether the calcium carbonate can be removed. In any case, it implies using the Sharpless (large-scale, high-speed centrifuge) a second time, and Kelly (the technician heading the large-scale laboratory) must be persuaded to agree to this. If Kelly says it can't be done, they will not be able to change his mind.

A third possibility would be to add the calcium carbonate after the split into different treatments, and go into the Sharpless with only half the product. Dietrich says he wouldn't dare to do this with Bentonite. Since he had read that fractions of the protein are responsible for the volume decrease effect (obtained in another series of experiments under way), he thinks that Bentonite might bind with precisely those inhibiting protein fractions, in which case they would obtain artifacts . . . " (2-9/1).

The example need not be extended to illustrate the sort of reasoned choices within which laboratory doings are temporarily stabilised, and the ways in which what is selected is contextually contingent on a local situation and the dynamics of local interaction. Note that, in principle, there is no difference between the reasoned selectivity of laboratory doings in regard to an experiment and the reasoned selection of a new research focus illustrated earlier. The reasoned doings involved with the process of scientific production are no more than an extension of the reasoned selections which scientists qualify as a beginning; they may be more finely grained, but are often no less consequential than the making of an initial choice. Making such a difference is the work of the scientific paper, which strictly distinguishes between the management of relevance and warranty through the resource-reasoning of the Introduction and the process of production (the section on Methods) of what has been warranted and declared as relevant.

5.8 The Paper-Version of Method

If we now turn from the laboratory to the scientific paper, we find ourselves in a different world. The world of Methods and Materials is a place full of brand-names of instruments, lists of materials, and descriptions of procedures tied together by nothing but sequence. In the paper, method has no dynamic structure of its own: no problems, no resources to transform problems, no fusion or fission of interests to carry out the
Despite being couched in the past tense, method resembles, more than anything else, the recitation of a formula. We find, not laboratory tasks, but a laconic checklist of steps taken. Rather than reasoned selections in which the doings of the laboratory are inserted and stabilised, we find a catalogue of sequential manipulations stripped of both context and rationale. In place of an account of the social negotiations of particular agents through which the laboratory choices were derived, we find a selective recording of the transient results of those negotiations permeated by technical particularisation. In sum, method is presented as a flow-chart of selections disguised as non-selections, for lack of relevant contextualisation.

Let us be more specific as to what we mean by this lack of relevant contextualisation. Clearly, we would not expect a scientific paper to detail the personal interests and interpersonal negotiations which sustain the manufacture of knowledge. We have seen that the scientific paper is, in a sense, an exercise in depersonalisation. However, it is not clear why the paper should rigidly refuse to include any technical justifications or problematisations in its “report” on laboratory procedure. In other words, it is not obvious why the selection of a particular technical instrument, composition of chemical ingredients, temperature, duration of an experimental process, or interval of measurement should not be justified in technical terms, or why relevant problems should not find their place in a research “report”.

Every reference to a device or chemical substance in the Materials and Methods section, as well as every figure cited, represents the outcome of a technically justifiable choice. Only a few of these choices are standard preferences, such as the methods issued by the Association of Official Analytical Chemists used to determine chemical composition. Some of these choices involved several months of testing and modification, as when several adsorbent agents were examined between 29 January (first reference to “the problem”) and 11 April (final decision), and finally rejected in favour of an alternative procedure.

Most of the procedures which lead up to the naked doing which appears in the paper left traces in official laboratory protocols, where technical rationales are often minutely documented. Exhibit 6 reproduces an example taken from the official protocol book of the technician who performed those chemical analyses not provided by service laboratories. The example refers to an HCl-hydrolysis method of lipid extraction which had to be modified because of the problems encountered. Needless to say, no rationale for the modification is given in the paper.

Clearly it is not feasible to include in a scientific publication the full story of the reasoning, or the doings and undoings which lead to a selection which, in terms of the product launched by the paper, is a final one. The point here is not that the whole story is missing, but that any (technical) argument which accounts for a (final) choice, as well as any problematisation of alternative possibilities, is rigidly avoided in the section of the paper which purports to report on laboratory procedure. Compared with the relevant work in the laboratory, where the making of selections dominates the scene, the paper offers a curiously purged residual description, constituted more by what is not at stake in the research (such as the brand-names of devices, or the origins of a technique) than by what is.

Moreover, this residual description is highly typified. As implied by previous examples, the protein recovery experiments referred to in the Methods section were per-
Amended Procedure for Extraction of Hydrolyzed Fat:

Transfer the mixture to a 250 mL separatory funnel. Using 25 mL ether in 3 portions, rinse the tube into the funnel. Stopper and shake vigorously, venting often initially, for 1'. Add 25 mL petroleum ether, b.p. 20-60°C (300 ml of 30% PE mixture, 20-60°C). Stopper and shake vigorously for 1'. Centrifuge at 3500 rpm 5 min.

With a Pasteur pipet, draw off the upper layer into a funnel with stem packed with cotton to permit only the passage of clear extract into the stirred boiling flask. Re-extract the slurry twice as above, but use only 15 ml portions of each ether. Collect extracts into the same flask.

Finally, rinse the funnel with a few ml of ether-PE mixture (1:1) into flask. Evaporate the ethers as described.

Rationale:

A dry run using reagents only and the cap funnel, proceeded amicably. However, problems were encountered when the first material, wheat flour was added. A cloudy, possibly imaginary interface appeared only after ~1/2 hr, separating an opaque purple upper layer which did not clear from a blackish lower layer. Further, the "interface" could not be seen moving when the outlet was opened to draw off the lower fraction. Lastly, filtration of the extract (drawn from the top of the septrun funnel) proved impractical: the wet plug was overworked with particulate matter almost immediately.

The same occurred with potato products, though not with soy. In the latter case, the clear ether fraction, which separated after 30 min, was incompletely, for the volume recovered appeared for less than the 30 or 30 ml added. Centrifugation seemed appropriate to recover maximally the ether fraction in all three materials.


SIGNATURE: ___________________________ DATE: ___________________________
Read, Understood, and Witnessed by: ___________________________ Date: ___________________________
*Rationale:

A dry run using reagents only and the sep funnel, proceeded smoothly. However, problems were encountered when the first material, 286-6A (rice), also 6B, C was attempted. A murky, possibly imaginary interface appeared only after about 1 1/2 hrs., separating an opaque purplish upper layer which did not clear, from a blackish lower layer. Further, the "interface" could not be seen moving when the outlet was opened to drain off the lower fraction. Lastly, filtration of the extract (drawn from the top of the sep funnel) proved impractical: the cotton plug was overloaded with particulate matter almost immediately. The same occurred with potato products on occasion though not with soy. In the latter case, the clear ether fraction which separated did so incompletely, for the volume recovered appeared far less than the 50 or 30 mls added. Centrifugation seemed appropriate to recover maximally the ether fraction in all three materials.

Exhibit 6: Rationale for Modifying a Procedure in the Laboratory Protocol

formed three times within five months, each time under different environmental conditions and in response to different demands, rather than as straightforward repetitions. Accordingly, different issues and relevances structured the work, and different problems were encountered and attended to.

For example, the first series of experiments was dominated by the question of whether the procedure would "work" and provide enough of the desired protein. The series included two other plant protein sources which were compared with the potato protein, but are not mentioned in the paper. The second series centred around efforts to purify the protein, for which recovery constituted a necessary, but uninteresting prerequisite. The third series used real, rather than simulated, waste water, and focused on a different method of purification.

The problems tended to reflect these various issues. In the first case, the main problems seemed to be those of keeping the process under control, which meant, among
other things, making sure that the desired temperature was indeed obtained, or that the instrumental manipulation of the different proteins remained "comparable". The scientists spent most of their time trying to prevent things from going wrong, or fixing things that had gone wrong (such as the sudden development of foam, for which the technicians were unprepared and which created problems with their instruments). Standardising procedures among the different technicians involved proved to be another major concern.

In the second case, all of the visible problems were concerned with purification, and the shift in focus left the scientists seemingly unconcerned about any of the previous "problems". The third set of experiments was marked by a general depproblematisation. The issue was still purification, but the procedure being tested was not expected to create difficulties or to work effectively.

To be sure, all three experimental series included "comparable" designs with respect to recovery, and hence resulted in the "same" protein, with variations attributed to measurement error. The argument is not that the residual description of the paper is a fraud, but that it is based on typification. The sequence of steps outlined in the paper is a normalised, average depiction in which many of the particularities and exactitudes of the laboratory have been omitted or transformed.

We can illustrate this transformation by comparing two more pages from the laboratory protocols with the final description of the recovery process included in the paper. The first page is an example of a scientist's handwritten notes taken during a run of the experiments. The second is one of the many charts prepared and modified before, during and after the tests. The third part of the picture is Fig. 1 of the *Methods* section of the paper, introduced by the scientists as a "simplified" flow diagram. The comparison between the three affords us a glimpse of the kind and amount of "simplification" (see Exhibit 7).

In sum, we can say that the avoidance of reason and the typification of the paper's version of *Method* converts the painfully constructed "way" (or method) of the laboratory into a *natural consequence* of the work's overall purpose and the reasoning contained in the *Introduction*. The double-threaded reasoning of the *Introduction* is the only place we can turn for an answer to the question "why" in respect to a methodical selection. Yet clearly the reasoning of the *Introduction* does not contain the answers to such questions. While the choice of a research focus argued in the *Introduction* impregnates the decisions made in subsequent laboratory work, it also implies that the scene of action is reset, with renewed indeterminacies requiring new selections.

Thus, the reasoned selections of the laboratory cannot be deduced from the choice of a research focus, and the absence of any grounds for decision in the *Methods* section is not remedied by the grounding of the research found in the *Introduction*. Such non-thematisation of selectivity with regard to the process of research production may well play a role in our tendency to believe that the research topic alone, and not its "internal" execution, is a matter of social choice and negotiation. This rejection of thematising selectivity not only hinders the outsider from perceiving and analysing the constructive operations of the laboratory, but also makes it more difficult for other scientists to evaluate the work.
Production of Potato Protein Products

1. Grillate 2000 lbs of Potato 2% NaHSO3

2. Add Water to Cake

3. Centrifuge Sharples

4. Protein Water

5. pH 4.5 with 2 N HCl

6. Precipitate 95 - 100°C

7. Cooler Heat Exchanger

8. pH 3.0 with 2 N HCl at RT

9. 2N NaCl

10. pH 4.0 with FeCl3 at RT

11. Centrifuge De Laval

12. Concentrate

13. Wash 10:1 pH 4.5

14. Adjust pH 7.0 with 6 N NaOH

15. Spray Dryer

16. Amino acid analysis

17. 286-14A

18. 286-14C

19. 286-14B

D. 11/20/76
5.9 The Results and Discussion of the Paper

It should come as no surprise that the section called "Results and Discussion" continues the trend set by the section on "Methods" by refusing to propose any other grounds for decision than those specified in the Introduction. And it, too, creates a separate reality which is at best residual to the reality of the laboratory. The reality of the section on "Results" (see Appendix 2) is not invoked by a formulaic recitation of procedural steps, but by statements of similarity and difference, mingled with occasional comparative evaluations. This distinctiveness, however, is not matched by any similarly distinctive pocket of laboratory work.

While we can track down those momentary crystallisations of determinacy in the laboratory by which scientists mark the beginning of a new line of research (and which are recontextualised in the Introduction), such distinctions as "methods", "results" and "discussions" are hopelessly intermingled. The scientists observed did not first perform experiments, then obtain results and finally interpret the outcome. The methodical constructions of the laboratory are reasoned doings, which means interpreted, discussed (and thereby negotiated), and decision-impregnated actions. Furthermore, this reasoning proceeds with respect to, and in terms of, the results of methodical construction.
Methods and results are dependent upon each other in a very simple way. For example, when I asked a scientist if some values he had obtained in a previous experiment weren’t proven wrong in the light of results from a new method he had tried, I was told:

“You have to stop thinking in absolute terms. The water content of a substance depends on the method chosen, on the time, the temperature, and so on. In general, you dry for 3 to 5 hours at 105°; if drying is done for 30 hours at 150°, then you get a higher water content. . . .”

The lesson here was that results are always the results of specific methodical selections (which says nothing more than that they are constructed). What is obtained is not independent of how it is obtained, although it can be detached and removed from its construction to take on a reality of its own. For the scientists, the relationship between methods and results was a vital part of their reasoning. Methods were chosen with a view to the anticipated or intended results, just as results were rejected because of the methods used to obtain them. The divorce between methods and results is the work of the paper, just like the exorcism of selectivity and reason from the actions recited in the Methods section.

This work is achieved by a specific form of argument by similarity and juxtaposition, which is—and this is the interesting point—heavily restricted with regard to the phenomena admitted for comparison. For the most part, the results are merely related to each other, in partial agreement with the declared goal of the paper which was “to compare” and to “evaluate”:

“Compositional differences among the PPC precipitated by various methods included higher crude protein in the HCl/heat precipitate, higher vitamin C and ash in those precipitated at ambient temperature (HCl, FeCl₃), and higher Fe values in the FeCl₃ precipitate . . .” (11. 89 ff.).

Or they are related to results published in earlier work:

“Although laboratory experiments by the authors indicated that slightly less protein would be recovered at pH 4.0 (Fig. 2), Meister and Thompson (1976) showed that FeCl₃ precipitation produced maximum recovery at PH 4.0” (11. 32 ff.).

“The increased ash content associated with HCl precipitation at room temperature was also observed by Meister and Thompson (1976), who noted . . . .” (11. 42 ff.).

Note that no conclusions are drawn from these comparisons. The evaluative component is present in only a few statements which evince characteristically mild support for the Introduction’s preference for ferric chloride:

“Laboratory experiments showed that FeCl₃ compared favourably with HCl/heat treatment at pH 2-4 with respect to the amount of coagulable protein recovered from the protein water (Fig. 2)” (11. 3 ff.).

Yet in a later comment, even this preference is qualified:

“The PPC precipitated at ambient temperature with HCl and FeCl₃ would be more appropriate for human consumption if ash values were reduced” (11. 45 ff.).
Explanations, like evaluations, are rare. Among the 101 lines of the *Results and Discussion*, only one sentence offers a tentative explanation, and only one refers to a pattern of influence. In the final, summarising paragraph, each sentence contains a notion of similarity and difference, but draws no conclusions. As mentioned before, the last sentence relegates the “ultimate selection of a precipitation method” to a future comparative analysis of a series of parameters, including those not investigated in the paper.

In sum, we might say that the section on *Results and Discussion* effectively denies the interdependence of methods and results which ruled laboratory reasoning by relating the results not to their process of production, but to other results. Furthermore, the reasoning in terms of similarities and differences found throughout the *Results and Discussion* sets the scene for eventual conclusions. Yet curiously enough, these conclusions are not drawn. In fact, they are explicitly disavowed. Finally, the *Results and Discussion* utilises some earlier studies in its comparisons of individual results, but again without drawing conclusions or searching for explanations in those cases in which a dissimilarity is noted. The pattern is well suited to the stereotyped image of science as presenting the “facts” which others may use in making decisions. Yet this pattern cannot be attributed entirely to the authors’ strategy. While “factualising” results by refusing to relate them to the process of production is present even in the first version of the paper, the avoidance of conclusions is not.

5.10 From the First to the Final Version Once Again

Now that we have looked at the final version of what the paper presents as the *Methods* and *Results* of laboratory work, let us ask again just how this final version (Appendix 2) differs from the authors’ first official draft (Appendix 1). In both sections of the paper discussed here, the differences are less conspicuous than those found in the *Introduction*. And, unlike what we saw in the *Introduction*, the changes in the final version do not run counter to the original rhetoric of presentation. The final version of the sections on *Methods* and *Results* reinforces rather than dissimulates the original strategies.

To begin with, the section on *Materials and Methods* is almost identical in both versions. Changes are limited to splitting some longer sentences in half, inserting two statements originally included in the section on *Results*, and changing a few references and measurement details. The most interesting aspect of these changes is that two statements of reason and purpose present in the first version were wholly eliminated from the second. Thus, where the first version had said:

“Because of the inconvenience of transporting a dilute solution and because of possible compositional changes, it was decided to simulate processing water in the pilot plant in order to compare different precipitation methods” (11. 3 ff., emphasis added).

The final version reads:

“Potato processing water was simulated in the pilot plant” (1. 3, emphasis added).
Similarly, this statement in the first version:

“The slurry was diluted with water (about 1:1) and centrifuged . . . to remove the starch” (11. 13 ff., emphasis added).

is deprived of purpose in the final version:

“The slurry was diluted with water (±1:1 v/v) and insoluble solids were removed by centrifugation . . .’” (11. 11 ff.).

The avoidance of any grounds for decision, and more generally, of any thematisation of the reasoned selectivity related to the methodical doings of the laboratory had been the most striking feature of the section on Methods. This avoidance is made complete in the final version.

The final version of the Results and Discussion continues this tendency to reinforce a previous mode of presentation, in this case, the relational, comparative argument. The first version of the Results and Discussion is extended by the inclusion of some measurement details not previously available, the addition of new comparisons, and a rephrasing in symmetrical terms of what had previously been a clear preference or a conclusion.

For example, the last passage of the first version stated a preference for ferric chloride:

“The advantages of treatment with FeCl\textsubscript{3} are reduced energy costs since the protein water does not have to be heated to 95-100°; and an excellent nitrogen solubility of the resulting PPC” (11. 61 ff., emphasis added).

Note that the preference is still presented as reasoned. In the final version, however, the passage deals with nothing more than the differences and similarities between various precipitation procedures and their outcomes, taking care to balance “positive” outcomes (e.g. higher vitamin C) with “negative” counterparts (e.g. ash):

“Differences between these precipitation methods include the energy input required for steam (HCl/heat) and ingredient costs (HCl, FeCl\textsubscript{3}). Compositional differences among the PPC precipitated by various methods included higher crude protein in the HCl/heat precipitate, higher vitamin C and ash in those PPC precipitated at ambient temperature (HCl, FeCl\textsubscript{3}) and higher Fe values in the FeCl\textsubscript{3} precipitate . . .” (11. 87 ff.).

Note that the final version’s symmetrical presentation and its refusal to spell out conclusions does not mean the paper no longer implies a preference. The Introduction focused on such dimensions as energy costs and nitrogen solubility, or the suitability of the recovered proteins for human consumption. These dimensions became the criteria of relevance by which important results could be distinguished from the unimportant ones. The recovery procedure favoured by these criteria is clearly the one which the first version of the paper bluntly promoted as an “alternative” to the (discredited) existing methods.

Thus, the final version still argues for a departure from existing practice in favour of an alternative, but no longer admits to proposing it. There is still a conspiracy to overthrow that part of the scriptures which promotes heat coagulation, but the attack is not openly announced. Instead, it takes the form of guerrilla warfare, under the cover of
dissimulating literary strategies. From the open attack in the first version, we can conclude that this dissimulation is not primarily the work of the authors, but the result of the co-production by critics and reviewers which led to the final version. We can also say that the authors were forced into guerrilla warfare by the resistance they encountered; it was not a tactical plot of their own.

This resistance also played a role in a second kind of change found in the final version of the Results and Discussion: the comparisons with the results of other studies. These are drawn from the results in an earlier publication on a different protein source by two of the paper’s authors, and from the results of a study by Meister and Thompson, to which four new passages refer. This latter study is important because it constitutes the single relevant precedent for the use of ferric chloride as a coagulant, albeit in a different context and with different goals. The study consequently posed the greatest problems in differentiating the new work. To institute their work as an alternative and inject their say into the scriptures of the area, the authors had to ally themselves with their predecessors who, in some respects, had obtained similar results. But at the same time, they had to differentiate between themselves and their predecessors in order to establish their work as relevantly new. The literary resolution of the problem in the first version was to avoid it. The Introduction mentions Meister and Thompson twice as a source of specific data to support the authors’ proposals, but their work is entirely absent from the rest of the paper. In the final version, Meister and Thompson are mentioned in the Introduction once, in passing, but their data are brought into play several times in the Results. Characteristically, their role is one of unclear consequentiality:

“Meister and Thompson (1976) also found FeCl₃ to be more effective than HCl as a precipitant of potato protein. They reported that, at pH 3.0, 31 and 36% of the crude protein were recovered by HCl and FeCl₃ precipitation, respectively. From these data it is also apparent that Meister and Thompson achieved more effective results with HCl and somewhat less effective results with FeCl₃ when compared with the results reported in the present study” (1. 14 ff.).

“Although laboratory experiments by the authors indicated that slightly less protein would be recovered at pH 4.0 (Fig. 2), Meister and Thompson (1976) showed that FeCl₃ precipitation produced maximum recovery at pH 4.0” (1. 32 ff.).

“The increased ash content associated with HCl precipitation . . . was also observed by Meister and Thompson (1976), who noted that HCl recovered more total solids from the effluent than does precipitation by HCl/heat” (1. 42 ff.).

The final version allots much more space to the preceding study, but most of it, at best, is a weak creditation of the work, displaced to the section on Results. The new work shows little interest in gaining the full support of the preceding study, nor in directly addressing the many differences in focus, investigated phenomena, or (implicit) conclusions. If the precedent was largely avoided in the first version, it seems to be ignored, despite its greater presence, in the final one.

This curious accomplishment is again the result of a form of negotiated compromise between the co-producers of the final version, some of whom resisted the authors’ interest in differentiating their own work from that of their predecessors. The example suggests a phenomenon I noted in other laboratory writings: beneath its surface structure, the scientific paper enacts a hidden monodrama,28 marked not by the sort of
literary plot found in the first version of the *Introduction*, but rather by the author's argument with specific others who have a say in the matters addressed. More simply, much of what is written in a scientific paper is written *against* someone else. Such arguments are present in the reasoning of the laboratory, but seem to be hidden in the final paper.

In our case, the argument was with those who supplied the resource which the authors converted into a scientific paper—that is, with Meister and Thompson. The theme was the compulsory differentiation of the paper's selections from those proposed by Meister and Thompson. Through the resistance of critics and reviewers, the battle for differentiation turned, as we have seen, into a guerrilla war. The surface of the published paper is marked by the hidden fission of interests which characterises the relationship between the authors and those scientists whose resource they draw upon, and from whom they need to differentiate themselves.

The scientific paper presents a codified version of the differentiation which began in the earliest stages of the research, and which appears in the writing and rewriting of the paper as the *hidden strategy* of the text. The point here is that the selections of the laboratory presume not merely a fusion of interests with those for whom the research is launched as a resource, but also a possible fission of interest with those other scientists on whose resource the research itself depended.

We have seen the authors enact this fission in a private monodrama under the cover of the inconspicuous "scientific" frame of the *Introduction* and the symmetric, inconclusive reasoning of the *Results and Discussion*. And we have seen the fusion of interests presumed in the laboratory transform itself into the contingency-deep-structured resource-reasoning of the paper's practical frame. The transformation effected in the move from laboratory to paper is both double and thoroughgoing. Exhibit 8 provides a sketch of this process.

**Exhibit 8**: The Proliferation of Interests in the Laboratory and in the Paper, and the Transformations Effectuated as We Move from the Laboratory to the Paper
5.11 The Transformation Function: Are there Rules of Correspondence?

Now that we have variously compared the observations from the laboratory with the first and final versions of the written product, what can we say about the paper's authentic claim to being a research "report"? If the paper is a research report, there must be rules of transformation which link it to the work of the laboratory. But what are these rules? What is the link between the scientific text and the laboratory? What are the laws of legitimate purgation and recontextualisation? And how do the transformations we have sketched fit into these rules?

Within a logic of action like that observed in scientific work, the scenes from the laboratory might be described as changes of states brought about intentionally by conscious human beings with reasons and purposes. Clearly, scientific papers do not purport to provide an action description along such lines, including all intentions, states and circumstances of laboratory work. However, it is tempting to assume that a research report intends to provide a summary or "relevant description", limited to supplying necessary information under some criteria of relevance. The search for the rules of transformation, then, can be reformulated as a search for the criteria of relevance.

When we interpret a piece of information, we generally supply those propositions which are presupposed, entailed, or a likely consequence of this information. Thus, a relevant (summary) description should be one which contains only that information which cannot be reasonably presupposed, and is not entailed or a likely consequence of what is said. And a research report, like the scientific paper, would become a description which refers only to those actions, events and phenomena which are immediately relevant for obtaining the paper's technical results. In other words, it would contain only necessary and sufficient information with respect to the results "reported", given whatever knowledge can be presumed in the audience.

Note that this entitles the paper to leave aside the story of the analogical origin of the research in the laboratory. We know that the paper relocates this origin in the Introduction, as part of the problem- and resource structure of the present world from which it departs toward the possible. Moreover, in terms of our definition, the Introduction is not itself—and need not be—part of the research "reported". Nor are the Abstracts and Summaries, which pull together some of the paper's arguments, but do not directly address the research.

Given these restricted responsibilities, the criteria of a relevant summary description will apply most to the section on Methods, and part of the Results and Discussion. We should not expect any unnecessary information from these "report"-sections, such as a "report" on how the precipitation agents used in the experiments were obtained from the storage room, or a "report" on the problems in gaining access to the equipment. The paper is not intended to advise the reader on how to proceed in such matters, but on how to proceed presuming that such matters can be handled by the readers themselves. Nor, with our definition, can we expect the paper to spend much time on the tacit knowledge of a speciality area.

But what is the tacit knowledge of a speciality? According to the concerns voiced by the scientists during the first large-scale recovery experiment, the development of foam in the protein concentrates was a major problem. The laboratory response was composed of hurried ad hoc decisions—the foam was variously ignored, treated with water, sprayed with a foam detergent, or simply skimmed off the concentrates. I was puzzled...
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by the procedure, and later by the fact that the problem was not even mentioned in the paper:

Question: "Why didn't you mention the foam which caused you so much trouble?"
Answer: "Well, this is trivial... because everyone working in the area know about the problem... Only outsiders are baffled by it!"

If a paper is to provide a relevant summary, the tacit knowledge in an area must be sufficiently defined, and the information in the paper must correspond to this definition. However, in answering the above question, the scientists suggested that both assumptions may be far from warranted:

"On the other hand, uncontrolled losses (by removing the foam) may be high and the composition of the lost part may well be different from that of the remaining product (I was told that the foam might contain more solid particles) ... Furthermore, people use different chemical foam detergents which can change the functional properties of a sample. Then they proceed to measure the functional properties without either taking into account or mentioning the detergent..."

What is "trivial" and what is not seems to have been not at all clear to the scientists, who were challenged by the seemingly innocent problem of foam. Even if we can safely presuppose an awareness of a problem, the ways in which it might be solved by different scientists is not, as we have heard, irrelevant to the results obtained. Why, then, is such information not included in the paper? Many laboratory problems which are left unthematised in the papers can be associated with the development of scientific "know-how" which, as implied in Chapter 2, is a local (or even personal) practical knowledge of how to make things work. For every bit of published "method", there seems to be a bit of unpublished know-how which not only reconstructs the recipe sequence of steps in the paper into that of feasible doings within the situational logic of laboratory action, but also provides routines for diagnosing and coping with many unspecified problems.

The point is that this know-how is not a generally available, tacit knowledge of a field which need not be specified in the paper. Even the co-authors of a paper may be left in the dark. For example, after the first runs of recovery experiments, Watkins (the head of the group whose facilities had been used) asked that the procedure be repeated. The scientists took this request to mean that Watkins wished to familiarise his staff (and himself) with the procedure so that they could later use it on their own. I found this surprising, since Watkins was a co-author of the paper in which the procedure was described:

"But Watkins is your co-author, he has the paper and must have read the procedure!"
"Yes, but this doesn't mean that they will be able to do the stuff themselves! ... There is no other reason why they should suddenly want us to repeat the work, (that is) after Watkins read the paper and realised the results are important...!"

What do the scientists say when we ask them directly if the paper includes all the rele-
vant information? To cite one example, the scientists replaced an ether-extraction method of lipid determination by an HCl-hydrolysis technique which yielded significantly different results, but said nothing in the paper about the reason for their choice. I asked whether a scientific reader working in the area could supply the reason himself:

"He could, in principle . . . but it would require a lot of thinking. And he would have to presuppose that I did a lot of thinking too. . . . In practice, he simply would not know . . ." (9-12/9).

When I asked if it were usually difficult to understand how a previous author had proceeded, I was told:

"There is some informal communication between the scientists in the U.S., which means that the reason for using a certain procedure can be discovered informally. . . . I do this myself—I call somebody, or write to him, or meet him at a conference. . . ."  
"There is a problem, of course, if one wants to replicate a result or repeat a method. As a rule, however, one does something else anyway. Hence, it is not so interesting to know exactly why and how certain things were done . . ." (9-12/10, emphasis added).

Lack of journal space was often cited as the reason that current scientific papers do not include all the relevant information on how the laboratory results were obtained. More than once I was told that it was precisely the section on methods which had been cut more and more in the past several decades.30 This, however, only shifts our problem to the question of why more journal space is not provided for what remains of a research report within the scientific paper. The reader will recall that there is not much space left for a "report" in the first place, given the space that is occupied by Introduction, Summaries, Abstract, Discussion, References, Acknowledgements, etc. And the question persists of why the little space that is left in the paper for a "report" on the research is cut off from the reasoned selectivity of this research and isolated from the results it has generated.

In the above quote, the scientists themselves suggest an answer to this question. There may be no need to have all information relevant to the technical success of an outcome, or even relevant to an informed evaluation of the results. Scientific papers may simply not be summary descriptions, and our conception of the paper as a concise research "report" in the sense of such a description may be wrong. But what then remains of the rules of correspondence which, we supposed, link laboratory work and scientific paper? Not surprisingly, it is in the writing of the paper that we find a hint as to the process of transformation.

How did the scientists actually proceed when they prepared their text? The first thing to note is that they proceeded in the reverse order to the sequence of events found in the paper. The scientists began by putting together the tables and figures which come last in the paper. These served as the "core" around which the paper was to be constructed.

One particular table became the core of the Methods section: it contained a flow
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chart of experimental steps prepared by the scientists for the technicians who were to run the recovery tests. The *Methods* section reads like a recipe giving laboratory steps because it is nothing but a verbal recitation of the flow chart, enriched by names and some equivalent presentations of additional tests. The basic manuscript, consisting of the tables, and *Methods* and *Results* sections, was usually written in one to three days depending on available time. The *Introduction*, based on another pile of paper (the literature), was written at the end, as was sometimes the case with the concluding remarks of the *Results and Discussion*. These had to be adapted to the core of the paper and frequently a senior co-author “took care” of them. *Abstracts, Summaries* and *References* draw upon other parts of the paper, and were written last.

The core sections of the paper, then, and those most likely to “report” on the research, originate from other writings, just as the *Introduction* derives from the scriptures of the area, and the *Abstract* and *Summaries* from the paper itself. These other writings were the measurement data and laboratory protocols, whose numbers, graphs and photographs we find in the published paper in a cleaned-up, composed, and edited version prepared by the “art shop” of the institute. The writing of the paper begins long before the manuscript is written, through the traces generated during laboratory work.

It follows that the link between the laboratory and the scientific paper cannot be established by rules of cognitive transformation. The scientists who write a manuscript do not recall the research process and then proceed to summarise their recollections. Rather, the link between the paper and the laboratory is provided by the *written traces of laboratory work*, which are continuously generated in the laboratory and at the same time form the source material around which the paper is constructed. The gap which exists between the dynamics of the research process and the literary dramatics of the paper is bridged by a *double mode of production* rather than by cognitive transformation. The scientific paper is the *product of* this double mode of production, not its reflection, or summary description. The instrumental mode of production which results in laboratory measurements involves an almost total decontextualisation, relieved only by the rationales found in the scientists’ written notes. The literary mode of production which results in the published paper offers a recontextualisation, but as we have seen, not one which brings back the memory of laboratory work. The transition is, at the same time, a conversion of the written traces themselves. Except in the memory of those who were present during the process, it is an irreversible transition.

5.12 Conclusion: The Process of Conversion and the Idea of an Economy of Change

To conclude, let us consider again the mechanism of conversion invoked several times in the last two chapters. In the transition from laboratory work to the scientific paper, the reality of the laboratory changed. We have seen the situationally contingent, opportunistic logic of research replaced by a generalised context of present and possible worlds, and the interest negotiations of particular agents transformed into a projected fusion of interests of technology, industry, the environment and a human population needing protein. We have seen the reasoned selectivity of laboratory work overruled by formulaic recitations of the doings which emerged from this selectivity, and the measured results of these doings purged of all traces of interdependency with their constructive creation. We have seen the indeterminacy of the laboratory reduced
to the careful expression of scientific doubt which the paper allows.

In short, we have observed a conversion into another currency, a transmutation into the totality of another language game. This conversion was itself a process. It started long before the paper was written, through the production of measurement data and other written traces of laboratory work, and continued with the collective enterprise through which these traces became caught, identified, and finally preserved within the double-threaded web of argumentation that distinguishes the finished paper. Without the fabric of reasoning into which the traces are woven in the paper, the numbers and graphs of the laboratory would be without meaning and importance, unidentified and very probably unidentifiable. Given their fixation in a past and a future, in a context of names and relevancies, they are ready for further conversions.

As mentioned before, conversion is not halted by the kind of fixation which the written paper provides. If the paper is read and if some of what it says is “used”, it will be inserted into a new fabric of meaning and relevancies, and it will in the process be redefined, modified, analogically transformed or criticised and rejected.

The Introduction we read rehearsing such future transformations by displaying the work as a resource which converts into assets for a number of practical agents. It presumes a conversion which is not socially corroborated, since the resource-relationships invoked are not matched by corresponding social interactions. Yet it points to a mechanism of social connection which is interesting in itself since it differs from the predominant conception of the social organisation of science as discussed and criticised in Chapter 4, i.e. from the idea that social integration rests upon something which is shared, be it norms, values, or the cognitive paradigms of presumed scientific communities, and from the idea that the relevant mechanism of social integration is a form of quasi-economic exchange.

From what we have seen it will be clear that we need not assume shared morals, cognitions or interests in order to account for social cooperation. No identity of values or viewpoints needs to be postulated in order to account, say, for the cooperation between union members whose jobs are threatened and the union representatives who defend these jobs. It is sufficient to assume an invoked fusion of interests by which the threatened jobs of the workers become, for the union representative, a threat to the size of union membership. In the present case, we need not assume that scientists respond favourably to some research results because they share with the authors the criteria of relevance and standards of evaluation which impose a certain “rational” selection. It is sufficient to assume a temporary fusion of interests through which scientists respond to results as a resource convertible into results of their own. Social action is interconnected not because of what is shared, but because of what is transmitted from one locus of action to another, transformed, and reintegrated, or because of a continued process of conversion which consists of the circulation and transformation of social objects.

It is this idea of a process of conversion which needs to be distinguished from the mechanism of quasi-economic exchange encountered in Chapter 4. In the process of conversion, the circulation of objects involves not their equivalence, but their difference. It is a process in which these objects are, continuously and asymmetrically, reconstructed from a preceding object, while their equivalence to or difference from these preceding objects is at the same time negotiated. In economic terms, what is postulated here is an economy of change rather than of exchange, a process in which equivalence is superimposed on disequivalence, and in which disequivalence means
conversion as well as perversion.

Why perversion? The transfiguration in a fairy tale of a wizard into a mouse is at the same time a disfiguration of the wizard. The conversion to a new faith, a new language, or a new level of organisation is a perversion with respect to the old faith, the original language, or the preceding level of organisation. The economy of change is at the same time an economy of conversion and perversion. The products of science are continuously transfigured and disfigured as they circulate in transscientific fields. As they move from the scientist’s desk to the office of a politician, they change into a policy argument. As they move to an industrial enterprise, they turn into a tool in the process of industrial production. In the hands of another scientist, they convert into a source of continued thematisation of selectivity.

Under all these circumstances, they undergo a recontextualisation and reconstruction similar to what we found in the writing of the paper. Analogical reasoning itself can be seen as nothing but a form of recontextualisation through which a previous scientific object is turned into a new object.

The examples of analogical reasoning given in Chapter 3 describe changes of location of a result, a concept, or an “idea”, accompanied by a transformation of context and subsequently, by the transferred object itself. Compared with the source, the outcome of the process includes distortion, mutilation, or in general terms, perversion. Compared with the work observed in the laboratory, the written paper is, as we have seen, a first complete perversion. Indeed, writing itself is an apt medium for such perversion.

Yet without the disequivalence, which we can choose to call perversion or conversion, depending on the point of reference, how would we conceive of social or more specifically, scientific change? This disequivalence results from the indeterminacy inherent in social action, from the degrees of freedom to which we traced back (in Chapter 1) the possibility of scientific development. The last chapters of this book have led us to consider this disequivalence not only as a correlate of scientific change, but also as a correlate of social interdependency and connection as found in the resource-relationships that traverse transscientific fields. We have said that resources which cannot be converted (or perverted), remain socially ad hoc, which means that they do not lend themselves to the fusion or fission of interests of social agents, and consequently to the continuation and interconnection of social action. A scientific product which cannot inscribe itself, or impose itself, as a resource to be converted into the ongoing enterprises of other social agents will be neglected and ignored. Hence, this conversion is actively sought in the laboratory and manifests itself in the script of a resource conversion, which the scientific paper represents.

To consider the process of conversion illustrated by the transformation of laboratory selectivity into scientific papers as a basic mechanism of social connection, is to put the analogical transformations within science discussed in Chapter 3, on an equal footing with the transformations which connect scientists and non-scientists in transscientific fields. It allows us to understand the decision translations of the laboratory which connect to these fields, as anticipating these transformations. And it prompts us to substitute for the scientific communities we have long presupposed in social studies of science, the inhomogeneous networks of relationships apparent in actual laboratory interaction.

The fission and fusion of interests which marks these relationships is decided in the
process of conversion, not before or apart from this process. With the present conception, conflict and cooperation are variable outcomes of social practice rather than basic features of this practice which we need to presuppose. The cooperation found in the circulation of scientific products hinges upon the convertibility of these objects. The continuity of social action is a continuity of disequivalence and change. We know from other areas of social reality that such disequivalence flows naturally from the circulation of social objects and is usually interpreted in the sense of perversion. It is easy to see how it must flow naturally from the circulation of social objects in a reality to which time and space have been restored, in a reality which is composed of local, contextual breeds of social action. To be connected, the local, contextually contingent practices of science are bridged by processes of transformation imposed by the presumption and negotiation of equivalence and difference.

The continued transformation of social objects noted in other areas of social life is also pervasive in science, where it is at the same time the most and least surprising to find it: most surprising, because the idea of a conversion (or perversion) illuminates the local character of scientific practice, a practice which has, for a long time, served as our paradigm of non-local universality; least surprising, because change is most visibly instituted in science, and the conversion of scientific objects is the germ of their change; most surprising, because science thrives on a presumed equivalence between the "facts" of nature and the fabrications of the laboratory, and between the fabrication of the laboratory and the written product of a scientific paper; least surprising, because science itself has postulated disequivalence and the indeterminacy upon which it rests as the source of progress and development.

The point illustrated by science is that underlying the problem of continuity is one of discontinuity; underneath the surface of equivalence, is disequivalence; and underlying the circulation of social objects, is their transformation. It is this transformation which we have associated with the continuation of social action, and which we have considered to be a mechanism of social integration. Science illustrates that the perennial problem of social order may not be a problem of "order", but rather a problem of transformation, and of social change.

Notes

1. As claimed, for example, by Hofstadter (1955), who explored and developed distinctions between scientific and artistic uses of language. For some recent analyses of the writings of social science and philosophy, see Silverman (1974), Bourdieu (1975b) or Gusfield (1976). See also Stehr and Simmons (1979), who deal with discourse structures in these areas on a more general level, and Woolgar (1976a) and O'Neill (1981) who address some production properties of historical writing. See also Lepenies (1978) on the scientist as writer, and the storage of psychological traditions in public literature.

2. For some rare analyses of papers in natural science, see Latour and Fabbri (1977), Bastide (1981) and my own Greimasean analysis of the presently studied paper (Knorr and Knorr, 1978). Mullins summarised some rhetorical resources in natural science papers (1977), and O'Neill and Lynch as well as Morrison deal with methodological issues referring to natural science texts. The last two papers appear in a forthcoming volume on the analysis of science texts, edited by O'Neill (1981). Other investigations into the process of publication are by Gilbert and Mulkay (1980) and Woolgar (1980), as well as Bazerman (1979).

3. For a summary of these literary strategies, see Bourdieu (1975b).

4. For one such investigation of "style" in scientific writing, see Aaronson (1977).

5. While the publishing of scientific work in journals began some 300 years ago, when the Journal des Scavans and Philosophical Transactions were founded in 1665, Roy MacLeod says (in a written communication) that the standardisation of certain features of scientific papers only dates back to the end of the last cen-
tury. The question left open here, of course, is why and how such standardisation came about, and what meant. Clearly, the kind of standardisation we find today, which combines persuasion with respect for the objectivity of science, still allows a degree of freedom. This becomes clear when scientists argue about how to put things in a paper, depending on the journal they have chosen.

6. Cicourel has repeatedly argued the importance of this point with a view to sociological “reports”, for example interview- and questionnaire data (e.g. 1974). See also the respective arguments in his work on discourse and text (e.g. 1975).


8. Personal communication.

9. I am aware of only one published paper on the question, which addresses it in terms of the transformation of research findings into scientific knowledge on a general, theoretical level. See Gilbert (1976).

10. In the present analysis, I will depart from my previous attempts to apply existing models of discourse analysis (Knorr and Knorr, 1978). Such models are scarce, and will not necessarily help us here. The model of account analysis, as described by Harré, considers speech and texts which precede, accompany and follow action as “produced to ensure the twin goals of intelligibility and warrantability” (1977: 291). While the warrants which scientists propose for their results will be a natural part of our analysis, the issue of meaningfulness as such, or the formal organisation of discourse, cannot occupy us here.

The dramaturgical mode is best exemplified by Gusfield’s study of a text (1976). It draws upon literary criticism to analyse the action of a text in terms of the dramatic tension created by a plot and its dénouement. The dramaturgical model is similar to the structural model of narrative discourse developed by Propp for Russian fairy tales (1968) and extensively modified by Greimas. The best introduction to the approach is found in Greimas and Landowski (1979). See also Greimas and Courtès (1979).

Both the dramaturgical and the structural approaches are well suited to certain parts of the scientific paper, and ill at ease with the rest. Greimas reduced Propp’s elaborate classification of functions and agents found in the fairy tale to a core structure which consists of the transformation of a need through the transfer of a valued object from an addressee to an addressee by a subject helped by an ally and hindered by an opponent. While the basic function of need-transformation can be retained for those parts of the scientific paper which summarise the “story”, it appears inappropriate for the sections on Methods and Results. The same holds for the notion of a plot and its dénouement in the dramaturgical metaphor.

Furthermore, as noted by Morrison (1981), with approaches such as Greimas story grammar, it is the model, and not the material, which specifies what an event turns out to be. Rather than forcing a close correspondence between our texts and any one of the above approaches, we will draw upon the various interpretations when they seem appropriate, but consider the text itself as our main source of information.

11. “Complete” means nothing more (nor less) than that the beginning of the research effort (as identified by the scientists) occurred during the period of observation, and that I have been able to follow the subsequent course of action through the writing of the manuscript and beyond.

12. By which I mean they were co-editors of certain journals, and held official positions in the respective societies.


14. This is not to say that an assertion of quantity or quality is the only information conveyed in every single sentence. However, even in cases where some other information seems to predominate, the argument includes some quantitative (e.g. economic) aspect. See for example 11. 38-41, in which alternative methods of processing are introduced by reference to an economic analysis performed on these methods.

15. Gusfield’s suggestion—based upon an analysis of research on drunk driving—that the (dramatic) action of the paper occurs “in the unfolding of the story” is not supported here. In the present case, as in others I have looked at, the dramatic metaphor can only be reasonably applied to the Introduction. See Gusfield (1976). One possible explanation for this apparent discrepancy may be a difference between social scientific writing and the style preferred by the “hard” sciences.


17. It will be interesting to know that a recent comparison of Wittgenstein’s Notebooks with the Prototratatus and the Tractatus showed a similar reshuffling of original statements in the final version (personal communication). For the respective paper, see M. Pavicić (1977).


19. Version 4 is preceded by a handwritten discussion of figures and tables, which would become the core of the Results and Discussion of the paper. It was followed by a version which includes the typewritten supplement of a Methods section, an Introduction and a title page, and curiously, a reduced version of the Results
section. Version 3 was supplemented by more detailed information, and was the first version typed by a secretary. Version 4, again corrected, was the first to leave the original author's office.

20. For a general discussion of conversational "implicatures" and the recognition that a contribution to discourse is relevant under what Grice calls a "cooperative principle", see Grice (1975).

21. Based on interviews and comments, I am convinced that none of the authors felt the world food problem was one of protein at the time the paper was written. In fact, the senior author voiced grave hesitations on several occasions. Note, however, that these hesitations did not prevent the authors from implying that the world would substantially benefit from more available protein.

22. In some countries, industrial firms which discharge protein waste into public water are required by law to remove the protein because of the potential environmental hazard.

23. Compare, in this respect, the analysis of a more basic scientific paper done by Bastide (1981). In an earlier version of the paper, Bastide demonstrates the emergence of new semiotic objects via the progressive transformation of a biological phenomenon from the state of a conceptual possibility to that of proven existence, from which a new demand to conceive the mechanism which generates the phenomenon leads to a new conceptual possibility.

24. The only reference we find to the effort is a handwritten note added to page 10 of the first version of the paper (see Appendix 1). It reads, "The iron content of this concentrate could be reduced to 1% Fe(dm)", but did not survive subsequent modifications.

25. In his theory of narrative structure, van Dijk uses this term for any description in which all sentences refer to the performance of a course of action. A complete action description would include intentions, purposes, reasoning, procedures, etc. See van Dijk (1974: 29, 41).

26. Even though these interests are connected to decision translations in the laboratory, as argued in Chapter 4, and hence are relevant for the kind of results which are constructed.

27. Compared, for example, with an observer's detailed notes. Clearly there is no absolute end to the story one could tell about an ongoing action like that of the laboratory.

28. I use the notion here to refer to an author's private enactment of an argument with a cast of characters which tends to reduce itself to a single adversary who may not appear in this role anywhere else.


30. The interested reader might want to look at some very old, yet relevant articles occasionally quoted by the scientists. Compared with the paper analysed here, these articles provide elaborate narratives of what happened in the laboratory. See Thomas (1909) or Hindhede (1913).

31. Take, for example, the "perversion" of rules through their application (see the examples in Chapter 2), or the continued reinterpretation and modification of a law as it circulates to the site of its enactment. Cicourel's study of juvenile delinquency (1968) is a most illuminating illustration of such "perversions" of laws as practised by police departments. In the case of rules and laws, there is a special premium on the equivalence of the practice which refers to the rules and laws, just as there is in the case of (scientific) data which refer to some reality they represent.
Chapter 6

The Scientist as a Symbolic Reasoner,
Or “What do we Make of the Distinction
Between the Natural and the
Social Sciences?”

Es dämmert jetzt vielleicht in fünf, sechs Köpfen, dass Physik auch nur eine
Welt-Auslegung und Zurechtlegung... und nicht eine Welt-Erklärung ist.1
Friedrich Nietzsche

6.1 The Two Sciences

A well-known danger associated with an interest in the “cognitive” operations of
science is that of slipping into idealism and subjectivism, of which we hear again and
again in the contests between cognitive and non-cognitive perspectives.2 Yet there is an
equal, if opposite, peril in considering the object as objective and the subject as a
distortion of the object.3 We may lock the environment into a subject as well as out.
Suppose, now, that we begin with neither subject nor object, but with the concept of
scientific practice illustrated in previous chapters.

The elements of this practice have been discussed in detail: the local, contextually
contingent character of scientific operations; their situatedness in transscientific fields
which appear to be traversed and sustained by resource-relationships; the continued
transformation and recontextualisation which is part of the realisation and circulation
of scientific objects, as well as a mechanism of social connection; and finally, the
decision-impregnated, socially-negotiated selectivity of scientific objects which results
from these operations. The world of objects displays itself as an upshot of this scient-
ific practice, meaningful and relevant only within the social constitution we have
caracterised, but at the same time not locked into subjective cognitions.4 For it is
precisely the selective constitution of scientific objects which is negotiated, imposed
and deposed in this practice, and which is itself at stake in the discourse crystallised in
scientific operations.

However, one consequence of such a step is to blur the increasingly popular distinc-
tion between the natural or technological sciences on the one hand, and the social or
cultural sciences on the other. If the natural world, like the social one, is seen as selec-
tively constructed within social practice, if it is a world impregnated with social deci-
sions akin to the social reality with which we are familiar, then we may have to recon-
sider a dichotomy which relegates the symbolic and socially selective solely to the
sciences of man.

To be sure, this distinction between the two sciences has not been proposed by em-
 empirical studies of science, but has proliferated mainly within methodological discussions centred around the inadequacy of certain measurement orientations for the study of the social world. Such orientations were called positivistic, and identified with a model of scientific method set by the natural sciences. In fact, new rules of social science method have been developed, displayed and defended in a constant dispute over the standard provided by this model, and a departure from this standard has been the declared goal of an indigenous social methodology.

Not surprisingly, perhaps, the standard itself has been paid little attention in the dispute. While the “positivistic” conception is vigorously rejected as a model for social science methodologies, it is taken more or less at face value in reference to the natural and technological sciences (Garfinkel’s depiction of “scientific” rationalities mentioned in Chapter 1 is but one small example). Philosophical investigations which have directly questioned this model as a correct description of the natural sciences are generally ignored or declared irrelevant to the discussion. The same holds true for recent attempts in the social study of science to document aspects of the social construction of scientific reality. In fact, the social study of science itself seems to have a split personality in this regard: while we are inclined to accept the thesis of the theory-ladenness of observation in the natural sciences without much hesitation, we are disinclined to question a dichotomy which relegates interpretative qualities exclusively to the sciences of man.

Note that we are not referring to some narrowly defined social side of science to be found in specific areas. Both the philosophical arguments and the observational material presented here focus, as emphasised, on scientific reasoning as indicative of the technical productions of research. The argument is not that natural and technological scientists act like everyone else when they talk to their peers or fight with their superiors in the organisational hierarchy, but that their methods and procedures are sufficiently akin to those of social science to cast doubt on the common distinction between the two sciences.

It should also be noted that the effort here is to reconsider the distinction, and not to reject it outright. Given the relatively recent (and sometimes preliminary) nature of the available material, we must be content merely to raise, and not to settle issues. I would hope that the argument thus far has contributed to this goal.

Yet one aspect of the distinction between the two sciences which warrants further consideration is the question of whether the practice of natural and technological science can be distinguished from the symbolic, interpretative, “hermeneutic” practice of the social sciences, and of social life itself. I hold that it cannot. In fact, my goal is to underline the essential similarity between the two modes of production of knowledge which have become so painstakingly separated.

The basis of this similarity lies in the socially situated, contextual features of the manufacture of knowledge which were discussed earlier, as well as in the symbolic, interpretative qualities we shall get to later on. Given this similarity, it is time to reconsider the customary distinctions between the two sciences which ascribe to the one what they deny to the other. And given this similarity, it may be time to acknowledge scientific method as just another version of social life. To be sure, this separation was directed against a supposed “unity of the sciences” which postulated that, in the final analysis, all sciences are like physics. But if the mode of production in the natural and technological sciences is sufficiently different from the model upon which the principle
of the unity of the sciences is based, there may be nothing absurd, improper or unproductive about denouncing the separation.

6.2 The Universality of Interpretation and Understanding

The basic distinction between the natural and social sciences, as found in more recent discussions of social methodology, is sufficiently well-known that it need not be repeated here in detail. At its most general level, the distinction rests upon the assignment of a symbolic quality to social rather than natural life, and the attribution of an interpretative, dynamic and interactional quality—sometimes identified with hermeneutics—to social rather than natural science method. While several lines of argument have been derived from these qualities, each seems to endorse the assumption that the difference between the social and the natural worlds is that the latter does not constitute itself as meaningful. Its meanings, the argument goes, are produced by men in the course of their practical lives, while social life is produced by the active constitution and reconstitution of meanings by the subjects themselves.

In recent discussions of the methodological status of the social sciences, there is often a tendency to let this distinction remain. However, as Dilthey has pointed out, different regions of “fact” do not “exist”, but are constituted by a certain methodology and epistemology. Hence, a circumscription of the object domain is not sufficient cause for a logically cogent delimitation of the two sciences. Dilthey himself considered the re-enactment of meaning on the part of the observer or social scientist to be the basis of the interpretative approach to social reality he advocated. But his characterisation was later rejected because it led to subjectivism.

In his criticism of Dilthey, Gadamer (1965) has shown that interpretation is not a question of entering the preconstructed meanings of social life through individual empathy, but one of mediating and translating between two traditions. His “universality of hermeneutics” refers to the fact that enquiry involves tradition-bound theoretical presuppositions in the social and natural sciences. Nowadays, we are more familiar with this contention in the form of three distinctive lines of argument, all linked to the notion of interpretation:

1. The first centres around the denial of brute facts. In essence, it holds that data beyond the challenge of rival interpretations are unattainable by science.
2. The second refers to the circularity of interpretation. It implies that any interpretation of an event or text ultimately depends on yet another set of interpretations, thus leading to an infinite regress of meaning.
3. The third can perhaps best be described in terms of Wittgenstein’s notion of a language game. It conceives of interpretation as a condition for the possibility of data in general, and emphasises the interconnection and interdependency of various levels of interpretation.

Rather than argue the relevancy of these lines of argument for a methodology of the social sciences, let us consider whether the natural sciences can be justifiably characterised by denying the existence of brute observation, by referring to the circularity of their interpretations, or by assuming that their various traditions take on the character of a language game.

Least concrete—and hence, most difficult to establish or discard—is the notion of a
language game. The main thrust of Kuhn's work (1962), of course, is to argue that normal scientific search is locked into paradigmatic traditions constituted by systems of hierarchically structured assumptions and conceptions which are sufficiently different between traditions to resemble internally coherent but mutually incommensurable language games. This thesis hinges significantly on the role played by scientific observation as an independent arbiter of scientific theories, as well as on the question of whether scientific theories can be fully defined independent of tradition-bound assumptions and pre-interpretations. Thus, it ultimately hinges on whether we can assume the existence of some form of "brute" fact in the natural sciences, and on whether scientific theories are exempt from cycles of interpretation.

Debates bearing on the question of circularity have been raging in the philosophy of science for quite some time, and the results seem to indicate that interpretative regress is by no means limited to the social sciences or the humanities. For example, logical investigations of the nature of the "rules of correspondence" between observational statements and theoretical hypotheses have shown that the former are not strictly deducible from the latter. Consequently, observations relevant to the evaluation of a certain theory can only be established on the basis of certain assumptions. Furthermore, this process is not one of simple, bivariate correlation, for observation (and the measurement of observation) involve, as another level of pre-interpretation, a series of background theories which themselves need definite justification.

Finally, it has been shown that we cannot require theories in the natural sciences to be fully interpreted, except in relation "to our overall home theory". Our only recourse is to "paraphrase in some antecedent, familiar vocabulary". In practice, says Quine, we terminate the regress of background languages "by acquiescing in our mother tongue and taking its words at face value" (1969: 49). In sum, we seem to be confronted with a situation in which interpretations (observational "facts") can only be explained and justified by reference to other interpretations on which they partly depend (theories), and by reference to their relation to the whole, our overall "home theory"—an exact definition of an interpretative cycle called hermeneutic in the cultural sciences.

The theory-ladenness of perception corresponding to the rejection of brute facts (the first line of argument mentioned above) appears as just one component of this interpretative cycle in the natural sciences. As stressed by Taylor (1976), theories of perception which claim that natural science observation allows access to brute facts are largely a thing of the past. Attempts to convert the theory of brute facts into a theory of an independent observation language have been challenged most spectacularly by Feyerabend (e.g. 1975).

Feyerabend's thesis of the "theory-ladenness" of observation is amply documented by historical material, and it is neither the first nor the only claim in this direction. As we know, Hanson, Kuhn and Toulmin have derived similar conclusions from their investigations of the history of science. Nevertheless, we cannot say that the issue has been resolved among philosophers of science. In fact, given what we know about conceptual change in general, it seems likely that the issue of theory-ladenness will not be settled by the leaders in the dispute, but will be overruled by actual developments within the philosophy of science. The signs of such a development are already quite strong: recent work in the area exemplified by Hesse, Stegmüller and Sneed neither neglects, bypasses nor explains away the problem. For example, Hesse explicitly incor-
porates some conception of the meaning variance of observational terms in her logic of scientific inference. 

6.3 The Curious Distinction Between Interested Action and Symbolic Action

Given these developments in the philosophy of science, isn’t it justifiable to adopt the idea of the universality of interpretation, and to postulate a notion of scientific enquiry which allows for the symbolic, pre-interpreted character of observation? With respect to the assumption of meaning variance and its consequences, it might well be. But interpretation has also been denied to natural science enquiry by eliminating both interpretation and the negotiation of meaning from conceptions of scientific action in general. Curiously enough, the symbolic (and the social as well) have been expelled from scientific action in precisely those conceptions which otherwise argue that science is grounded in human interest and practice. In other words, not those traditional epistemologies against which the thesis of theory-ladenness fought its way, but their critical counterconceptions, the theories of knowledge proposed by Habermas and Heidegger.

Let us first turn to Habermas, whose conception of enquiry in the natural and social sciences, developed mainly in his methodological writings, has been highly influential in the debate on positivism and the discussion of hermeneutics. The basic distinction promoted by this conception in between work (Arbeit) and interaction. According to Marx, action is the synthesising activity of man which “regulates the metabolism (of man’s interaction with nature) and constitutes a world”. Habermas splits the two components of Marx’s notion of action into separate categories. Interaction is defined as communicative action, or action governed by “binding, consensual norms”. It rests upon the grammar of language games, or upon the intersubjectivity of the mutual understanding of intentions. In this sense, communicative action is hermeneutic, for the reality it establishes is constituted in frameworks that are the forms of life of communicating groups. Work, on the other hand, is instrumental and not communicative action. It is action governed by technical rules based upon empirical knowledge, and it results in conditional predictions about observable events. While the hermeneutic procedures of communicative action organise schemata of world interpretation for which there are no other grounds than further interpretations, instrumental action organises means to an end whose success depends on the validity of technical rules—that is, on empirically true and analytically correct propositions.

The naturalistic cast of scientific enquiry challenged by the work on the theory-ladenness of observation is reinstituted in Habermas’ notion of instrumental action. According to Habermas, society is differentiated into subsystems in which one or the other type of action is primarily institutionalised. The paradigm of communicative action is the cultural sciences; hermeneutic processes of enquiry are linked here to a “practical” interest in maintaining the intersubjectivity of mutual understanding. In contrast, the paradigm of instrumental action is the subsystem of the natural and technological sciences, which are governed by technical rather than practical interests. The claim is that modern science has developed “within a methodological frame of reference that reflects the transcendental viewpoint of possible technical control” to produce knowledge which “through its form” is technically exploitable.

As with Peirce, to whom Habermas defers here, this means that science approaches
(rather than contemplates) nature in a specific way; i.e., potential operative verification is presupposed in the conception of scientific problems, and predicates are constituted with regard to the system of reference of possible instrumentation.23 In Habermas’ terms, instrumental action which corresponds to this approach has the following characteristics:24

1. Language is no longer embedded in interaction, but attains “monologic closure” in the relationship of a subject (the scientist) confined to an object (nature).
2. Action is severed from communication and reduced to the solitary act of the purposive-rational utilisation of means.
3. Individual experience is eliminated in favour of the repeatable experience of the results of instrumental action.
4. Theory and experience are divorced; operations of measurement permit a reversible univocal correlation of operatively determined events and systematically connected signs (the theories).

Note that this characterisation of instrumental action as institutionalised in the natural and technological sciences goes beyond Peirce and his idea that scientific enquiry presupposes potential operative verification. It gives concrete meaning to the “transcendental” interest in technical control, which would otherwise bear little relevance to the empirical investigation of science. However, this concrete meaning paints a picture of science in which enquiry becomes a monologic, closed, solitary game against nature in which theory and experience are first separated and then correlated. The stakes are set in terms of mastery and control, but the game is not a social one. Just as nature is “salvaged out of history”, so the symbolic lurking behind Habermas’ notions of interaction, communication and experience is salvaged from the enquiry of natural and technological science. Hermeneutics and interpretation are once again confined to the social and cultural science.

The specific character Habermas attributes to the natural and technological sciences finds its precedent in the writings of Heidegger.25 Habermas parallels different cognitive interests with different forms of action, and has them institutionalised in different subsystems of society. For Heidegger, the context of significance of everyday practice has absolute priority, and the theoretical attitude he postulates for science is founded upon a technical interestedness which he locates in practice. Heidegger holds that meaning arises from the “technicity” of practical action; that is, we give things meaning in our everyday concerns by interacting with them and by using them. We do not first perceive them as physical objects and then assign them functions on the basis of the properties we have isolated. Rather, we manipulate objects in terms of their presupposed functions in a referential context of significance and instrumentality.

If this technicity has absolute priority, then knowing as a form of observing and a form of quest after the nature of things becomes possible only if we refrain from manipulation and utilisation; or, in Heidegger’s terms, if there is a deficiency in our concernful dealings with the world. Only by stepping out of a local context of instrumental activities can we first approach the properties of objects as properties independent of the objects they characterise. For example, we can move from talking about a particular hammer which is heavy to a discussion of the properties of heaviness.
However, this stepping out of a practical context has nothing to do with passive contemplation. "Nature" as revealed by science requires a specific mode of concern with regard to practice, a theoretical interest which contrasts with the instrumental-technical involvements of everyday life. But this concern is both deficient and derivative: the instrumentality of things in everyday life is more fundamental than their identity as substances with determinate properties, and the practical interconnectedness of things can never be fully accounted for by scientific explanations of the combinations of these substances.

This brief sketch of Heidegger's conception of science draws attention to some of the differences between Habermas' and Heidegger's notions of "practice" and "technical". For Habermas, practice is linked to the Greek model of an interest in the good life, and to the ideal of mutual understanding through communication, while "techne" is linked to work or instrumental action. For Heidegger, the technical (in the sense of instrumental significance) is the defining characteristic of practice itself.

But our brief sketch also points up an interesting similarity in their respective conceptions of science. Both Heidegger and Habermas attempt to expose what they consider to be a fundamental error in various philosophical and sociological conceptions related to science—namely, the belief that true knowledge of the world is to be gained by means of detached, disinterested, objective reflection. For both Heidegger and Habermas, facticity presumes interestedness: scientifically relevant facts are not objective features of the world which we merely discover, but the products of culturally and historically specific human interests and achievements.

Yet, while science is seen to be founded upon human practice via interests, it is not considered to be part of this practice. For practice is marked not only by interests, but also by a specific mode of interpretation and understanding. Heidegger links this hermeneutic of everyday life to structures of significance and care in which things have presupposed meanings we can never fully disclose. Habermas locates its basis in the structure of communicative acts. Both of them constitute science as something different from and contrasted to this practice. While in this sense science is for the first time founded upon the interest structure of human practice, it is simultaneously excluded from the structures of meaning and significance which this practice displays.

As might be expected, this separation of meaning and interest requires some effort. Heidegger, for example, made it the point of his conception to show how the meaningfulness of the world and the interest taken in it are intrinsically interconnected and cannot be separated in practical life. How, then, can the separation be argued in the case of science? Presumably, the answer lies in the fact that neither Heidegger nor Habermas holds that science is directly oriented by human interests. Remember that these interests are held to be transcendental; or, in Heidegger's case, ontologically anchored in the structure of human Being. Thus, if scientific facts are the products of culturally and historically specific human interests, those interests are at least one fundamental step removed from actual scientific practice, to which they need not directly disclose themselves. Despite the fact that science presupposes specific human interests, actual scientific practice can remain free not only from the meaning structures of everyday life, but from its interest structures as well.

With Heidegger, the step into ontology results in a negatively defined science derived from the interpretations, interests and instrumentalities of everyday life. Of course, the picture we get of science as an abstract "theoretical" study of isolated properties of ob-
jects is founded on nothing more than the decontextualisation from which it was derived. As we have seen (Section 6.2), a study of the context of scientific theories would quickly draw attention to the networks of presuppositions through which even the most abstract study of isolated properties is sustained. A look at scientific theorising would return to science the basis of meaning and significance without which no scientific enquiry whether theoretical or not, can proceed. And a glimpse at the process of scientific experimentation might even find at work in science the same kind of technicity Heidegger postulates for practical action. Short of such a recontextualisation based on a study of science, Heidegger’s derivations from practical action through abstractions result in a picture which is not only peculiar, but simply inadequate.

With Habermas, such a recontextualisation is at least partly supplied through the notion of instrumental action he associates with the transcendental interest in technical control. Through the notion of instrumental action, Habermas establishes a link between the fundamental nature of his technical interest and actual scientific practice: surely we would expect a form of action to somehow manifest itself in the scientist’s dealings with nature as observed in the laboratory. However, when we actually look at the laboratory, we find none of the monologic, presuppositionless (with respect to the meaning of signs) and formally rational behaviour Habermas postulates for science.

On the other hand, if we reject the notion of instrumental action and solely accept the idea of a transcendental interest in technical control, we do not learn much new. Deprived of its concrete correlate and historical genesis in specific societies, the notion of transcendental interest in technical control seems to achieve no more than a return to the thesis that *homo faber*—and not the Greek ideal of man contemplating nature—accounts for the anthropological origin of science.

6.4 The Symbolic and the Laboratory

Habermas leaves us no other choice than to take seriously the notion of instrumental action as a model of the actual form of scientific enquiry. The thrust not only of his theory of knowledge, but also of his theory of social evolution hinges upon the differentiation of distinctive forms of action and their institutionalisation in different subsystems of society. Strictly speaking, the thesis of instrumentality refers only to the core of technical activities in the laboratory, and not to every action of a scientist. As emphasised before, we are not talking about the commonly acknowledged social side of science, but about what has been called its cognitive aspect; that is, the scientist’s technical or “intellectual” operations. We are not concerned with a scientist’s organisational quarrels, nor with their career strategies, in which Habermas could scarcely deny the element of symbolic interaction and interpretation.

But what about the scientist’s experimental manipulations? Can we eliminate the symbolic form of interaction and communication (and the cycles of interpretation upon which Habermas and others base them) from the context of “cognitive” laboratory operations? A model which claims (as does Habermas’) that scientific enquiry is typically, basically, or ideally instrumental action, rather than symbolic interpretation and communication, suggests that we can. However, even a brief look at the laboratory provides evidence that interpretation is as much part of the scientists’ technical or cognitive operations as it is of everyday interaction. The examples presented throughout this book incorporate such evidence. Let us return for a moment
to the reasoning of the laboratory, and to specifically illustrate its interpretative quality.

What would we expect the evidence for an interpretative, "hermeneutic" character of laboratory enquiry to look like, given what we know about interpretation in historical enquiry, in the understanding of action-meaning by the sociologist or in anthropological investigation? According to Taylor (1976: 153), the object of interpretation presents itself as "confused, incomplete, cloudy, seemingly contradictory—in one way or another, unclear". It is "describable in terms of sense and nonsense, coherence and its absence" like the symbolic objects which constitute a text. In the laboratory, these symbolic objects are provided by the constant generation of measurement traces, that is, by graphs, figures, printouts, diagrams, and the like. They are also provided by such living experience as a colour change, the consistency of a mixture, the appearance of a test animal, or the smell of a chemical reaction.

Both the seemingly objectified results of a measurement procedure and the objects of living experience require interpretation. They must first be recognised as an instance of something, and thus assimilated into an everyday term or scientific concept by means of which we have heard they are subject to interpretation. Second, and perhaps more important, the scientist must "make sense" of these recognitions. This may begin to happen the moment an instance is recognised as something, in those cases where simple descriptions in standard observation terms do not fit clearly and thus require conscious decision-making or identification procedures. But the main question is to establish the "meaning" of some recognised instance in the context of the concerns of the situation, just as a social scientist has to establish the meaning of a specific utterance with respect to the general concerns of the interview.

The scientist mentioned in Chapter 3 who exclaimed, "The stuff has gone white", provided an example of a relatively unproblematic recognition of an instance in observational terms. His later remark that "the protein was precipitated" establishes at least a partial meaning to "The stuff has gone white" in the respective context. If there was anything incomplete, cloudy or confused in regard to these statements, it was not immediately apparent. But what, then, do we make of entries in the official laboratory protocol book such as encountered in the last chapter, in which we read:

"A dry run using reagents only and the sep funnel, proceeded smoothly. However, problems were encountered when the first material, 286-6A ... also 6B, C was attempted. A murky, possibly imaginary interface appeared only after abt. 1½ hrs., separating an opaque, purplish upper layer which did not clear from a blackish lower layer. Further, the 'interface' could not be seen moving when the outlet was opened to drain off the lower fraction. Lastly, filtration of the extract (drawn from the top of the sep funnel) proved impractical: the cotton plug was overloaded with particulate matter almost immediately. . . ."

Quite obviously, the technician who wrote this note found it difficult to establish "what happened" to her material in observational terms. And from the rest of the entry, it is equally clear that the group in general had even more difficulty interpreting the occurrence within the context of the experiments under way. Needless to say, many events in the natural or technological scientist's laboratory are found to be every bit as "unclear" as the objects of interpretation Taylor postulates for the social sciences. If anything, quantitative measurements or analogical displays pose an even greater challenge to identification and secondary interpretation. Let us look at the example of
René, the chemist/mathematician plunging through his data:

Question: “And when you got your data on the relation between moisture and stability, the optimum was immediately apparent?”

Answer: “It wasn’t immediately apparent, as a matter of fact. It was a quibble . . . (inaudible; tries to find a plot). Actually, what happened was, quickly, was that we plotted stability measured by some curve, it does not matter by what, as a function of temperature, and we found something that looked . . . (searches again; cannot find it). We plotted water content at two temperatures, and one was uh, (writes on blackboard) something like that, and one was something like (this), so one could draw a line, say . . . O.K., this is zero degrees and this is 95 degrees, it was something like this. Now let’s just look at it, like that, because this uh, that . . . that was the first clue, that is how good the data were, you see . . . most people would say O.K., well that’s about (it), you know . . . one is high and one is low, so that, O.K., what is an anomaly there . . . it looks as though this thing is going this way (points it out), and it turns out in fact that that is in fact what it does, but we only had a peak here. But if you wanted to be careless about the observation, you could easily say that’s a straight line and that’s a straight line.”

Question: “Why did you not see it as a straight line?”

Answer: “Because I don’t . . . because I, uh . . . most people do . . . I am always looking for something, some anomaly . . . O.K., that said that there is a premise, the premise is that there is a local isotherm . . . they reflect different kinds of things . . . We looked at the physical chemistry, nuclear magnetic resonance, electron spin resonance, X-ray defraction to try to show that in fact . . . that this was not just . . . that these were real, that these were not artifacts, they represented real differences. And I think . . . people are still questioning some of it, but I think uh . . .” (8-5/3).

For a datum to appear as a “real difference” obviously requires some processes of interpretation, negotiation and mobilisation of contextual information. Like the ethnographer in a foreign culture, the scientist in the laboratory is confronted with noise and unlimited uncertainties from which she makes sense by drawing upon concepts and procedures which for the moment remain unquestioned. As in ethnography, the uncertainties relevant here appear on the level of recognition, identification and making sense of data and observations. It should come as no surprise, then, that scientists are familiar with the pay-offs which living experience can provide in this sense-making process—a benefit which some social scientists seem to have forgotten.

In one case I observed, a scientist physically manipulated six different protein samples before taking his measurements. Struck by a difference in “the feel” of samples treated in standard fashion by a conventionally employed method, he became “suspicious” of the method. As a result, he varied the method in order to achieve samples of equal “feel”, translated into the respective quantitative measurements. This allowed him to dispute, via publication, a method “almost universally” in use for “at least thirty years”. When questioned, he said that “certain things can only be realised
if you do the experiments yourself". The same kind of experiments had been conducted six months before with the help of a student, but since the scientist had "never looked at the stuff" himself, he gained no profitable "ideas", and "could not make any sense of the data" obtained by the student.

6.5 The Feedback Thesis

Let us assume that the scientific laboratory is indeed the locus in which "what is the case" is dynamically constituted—and deconstituted—by the scientist's sense-making activities, just as social situations are the locus in which meaning is socially constituted in interaction. Let us further assume that these sense-making activities have more in common with "understanding", as an act in which experience and theoretical apprehension are fused, than with "explanation", as the "application of theoretical propositions to facts that are established independently, through systematic observation." Finally, let us grant that circularity and the pre-interpretation of observation and experience mark not only the social and cultural, but also the natural and technological sciences.

There remains yet one more line of argument to look at: that causal relations in the social and cultural sciences are "malleable in the light of the development of human knowledge", which means that, in principle, they can be recognised by men, and thus incorporated into their actions in such a way as to transform them. Such feedback alterations are a direct consequence of what Giddens calls the "double hermeneutic" of social science—that is, the fact that it applies its (second level) concepts to the first level constructs through which social actors have already preconstructed the social world. In Giddens' formulation,

"The concepts and theories produced in the natural sciences quite regularly filter into lay discourse and become appropriated as elements of everyday frames of reference. But this is of no relevance, of course, to the world of nature itself; whereas the appropriation of technical concepts and theories invented by the social scientists can turn them into constituting elements of that very 'subject matter' they were coined to characterise, and by that token alter the context of their application."

Nagel has made it a point to argue that such "self-fulfilling" or "self-negating" predictions are not unique to the social sciences, since observations about a series of events in the natural sciences can also influence the course of those events. However, Giddens stresses that such indeterminacy is "logically distinct" from the social sciences, where "the point of the matter is that 'indeterminacy'... results from the incorporation of knowledge as a means to the securing of outcomes in purposeful conduct."

There seem to be two assumptions on which this and other formulations of the feedback thesis rely. First, that human beings possess a causal agency not found in natural reality; and second, that there is a level of conceptual mediation (consciousness) in social reality through which this causal agency is stimulated to respond with actions which alter the course of events. Of course, it is not the point to debate here whether conscious reflection or conceptual mediation are distinctively human features, but we can argue against limiting causal agency to human beings.
Then, too, the thesis raises questions in regard to consciousness. First, it is not in the least clear that all behavioural reaction to knowledge-based interference with the course of social events involves a level of conscious reflection. Presumably, if that were the case, the “consciousness-raising techniques” used by political groups would be utterly redundant. Second, it goes almost without saying that being conscious of a situation does not automatically trigger a behaviourally relevant response, and the conditions under which it does or does not are far from clear.

We might speculate that one minimum requirement for a reflection-based response is that the state brought to one’s attention be disliked. Yet this dislike would have to be made causally effective in the face of the various social, psychological and material constraints that affect any change in a course of action. Our own practical experience in social life suggests as well that consciousness and reflection are but one kind of variable open to manipulation in the complex process of ongoing events, and not the sine qua non of their symbolic change and variation.

Furthermore, it can be argued that, if social reality is symbolic, the fact that any interference with it (e.g. through communication), as well as any potential course-of-event changing response (via reflection), will also be symbolic refers to nothing more than the specificity of tools, problems and procedures to a particular domain. However, such specificity in no way stops short of the natural sciences. After all, nobody claims that the reality of physical bodies and that of beehives are one and the same in the otherwise “unified” natural sciences, or that they require the same kind of tools and procedures of investigation.

What matters, perhaps, is that some previously given conjunction of events can be changed through appropriate interference with those events under specifiable conditions. If we accept such a formulation, the fact of human consciousness and its required specificities may be distinctive to some social sciences. But at the same time, they are the equivalent of instinct-triggered responses and their required specificities in biological disciplines, or the operation of forces between physical bodies and the specificities they require. This reduces our grand model of distinction between the two sciences to the long-standing notion that various sciences and specialities construe their object domains differently as specific domains, and that they operate—and are called upon to operate—accordingly.

If the reference to consciousness is not necessarily compelling, what about the assumption of causal agency to which we referred earlier? We might even suggest that it is precisely the idea of causal agency which lies behind the whole consciousness argument, since the latter is usually combined with some reference to action or an active response. For the social scientist, the idea of action as self governed, interpreted agency (in contrast to behaviour) has been familiar at least since Max Weber. In contrast to this concept of agency, the classical paradigm in the natural sciences defines events such that they appear directly juxtaposed to any conception of action.

As summarised by Bhaskar (1978: 79 ff., 87), this paradigm assumes (1) that causation is external to events; (2) that matter is passive; (3) that fundamental entities are atomic; (4) that there is no internal structure and pre-formation of entities; and (5) that qualitative diversity is secondary. Bhaskar claims that the idea that the source, trigger, or stimulus of events in natural science is always extrinsic, and that the objects of natural science are patients rather than agents “is a pure prejudice” that can be traced back to a mechanical world view long outdated in physics. Such a view must be re-
placed by a conception of events as "things" possessing powers and liabilities, which may have behaved in ways they actually did not behave. Accordingly, statements of laws must be seen as "statements about the tendencies of things which may not be actualised, and may not be manifest to men".

But if "laws" in the natural and technological sciences are no longer seen as statements about constant conjunctions of events or experiences, the thesis which holds that there are no such constant conjunctions of events in social life because of an agent causality distinctively different from that of the natural world also misses the point. Let me cite in somewhat more detail a conception of a natural world which acknowledges the causal agency of its objects, giving credit to modern developments in the physical and biological sciences:

"Reflect, for a moment, on the world as we know it. It seems to be a world in which all manner of things happen and are done, which we are capable of explaining in various ways, and yet for which a deductively justified prediction is seldom, if ever, possible. It seems, on the face of it at least, to be an incompletely described world of agents. A world of winds and seas, in which ink bottles get knocked over and doors pushed open, in which dogs bark and children play; a criss cross world of zebras and zebra-crossings, cricket matches and games of chess, meteorites and logic classes, assembly lines and deep sea turtles, soil erosion and river banks bursting. Now none of this is described by any laws of nature. More shocking, perhaps, none of it seems even governed by them. It is true that the path of my pen does not violate any laws of physics. But it is not determined by any either. Laws do not describe the patterns or legitimate the predictions of any kinds of events. Rather, it seems they must be conceived, at least as regards the ordinary things of the world, as situating limits and imposing constraints on the types of action possible for a given kind of thing" (emphasis added).

If causal agency is not to be limited to actors in the social world, then course-of-event changing reactions in response to interference with these agents no longer serves as a distinctive feature of social life, and historicity (in the sense of agency-caused changes in courses of events) will have to be allowed for in nature. If natural laws are thought of as specifying the conditions and limiting the possibilities of types of relevant actions, and not as constant conjunctions of actual events, then the apparent lack of such constant conjunctions of events in social life is no longer a distinguishing characteristic between the social and natural worlds.

On the contrary, a conception of social "laws" as specifying the conditions and limiting the possibilities of types of social action seems quite compatible with all the distinctive features commonly attributed to social as against natural reality, e.g., the "uniqueness" of social events or the "historical and cultural variability" of empirical generalisations mentioned above; or the "unpredictability" of social events and the need to adapt procedures and social techniques to concrete fields of action. Such compatibility is confirmed by analogies which compare natural laws to the rules of a game, and empirical events to its actual play on some particular occasion (cf. Anscombe, 1971: 21).

These analogies remind us of Winch's famous thesis that social reality must be explained in terms of rules rather than natural laws as traditionally conceived (1958). If
the laws of nature have to be understood as "normic and trans-factual" statements analogous to rules,\(^{37}\) how would Winch's demarcation of the social sciences—which rests upon a presumed essential difference between normic social rules and factual natural laws—have to be remodelled? Much depends, of course, on further specification of the rule-like character of natural laws. For example, can we think of these rules as a function of some given and possibly long-lasting state of a specified universe of events which is itself subject to agency-effectuated change, in contrast to previously accepted invariance-ideas?

But as I have already suggested, the point here is not to attack the problem of an adequate epistemological conception of statements concerning regularities in the natural and social sciences, nor to attempt to re-settle the question of the distinction between the two worlds. Nor can the present discussion argue for a re-unification of the respective fields of research with respect to their concrete methods and techniques. What is at stake here is a reconsideration of the routinely made and ritually cited distinction between the natural and the social sciences in light of new conceptions concerning natural science research and methodology. Above all, my point is to argue that, in technical matters, the scientific reasoner is a symbolic reasoner whose selections are sustained by the interpretations which constitute both the living and the frozen discourse (in the scriptures and instruments) of an area.

Notes

1. It has now begun to dawn in five, perhaps six minds, that physics, too, is merely an interpretation or arrangement of the world . . . and not an explanation.

2. For recent examples of such controversies, see the dispute between cognitive anthropology and Harris (1968) as a representative of behaviourism, or Gellner's denunciation of ethnomethodology as a new kind of California idealism—an outcome, it seems, of his earlier polemics against Winch (1973). See also Gellner (1980).

3. For the most comprehensive challenge to this position in social studies of science, see Bloor (1976).

4. As we have seen before, Suppe holds that no position which in some way advocates the symbolic character of natural science procedure by claiming a meaning variance in observational terms is necessarily committed to idealistic or scepticist consequences. Of course, Suppe does not advocate a social conception of the production of knowledge as a viable alternative. See Suppe (1974: 196).

5. As one example, see Giddens' (1974) summary of the dispute over positivism and sociology.

6. For example, Giddens (1976: 155 ff.) reviews some of these results, but only to re-emphasise the original distinction between the natural and social sciences.

7. For example, see Krohn (1972), Mendelsohn (1977) and the collection of studies published in Volumes 1 and 4 of the *Sociology of the Sciences Yearbook*, edited by Mendelsohn, Weingart and Whitley (1977) and Knorr, Krohn and Whitley (1980). Volume 4 is particularly relevant to the research process.

8. See the conclusions drawn by O'Neil (1979).

9. Paradigms for such discussions can be found in Harré and Secord (1972), Filmer et al. (1972), or Giddens (1976). Some basic articles from the philosophy of social explanation are found in Ryan (1973).

10. From here on, the notion of hermeneutics will be used in this general sense, rather than the more specific one of a methodological approach contrasted with others, such as phenomenology, or that of a specific technique of text-analysis contrasted with other techniques, such as semiotic procedures.


14. e.g. Taylor (1976: 164).

15. See Hanson (1958), Toulmin (1961, 1972), and Kuhn (1970). Hanson has analysed historical cases in terms of Gestalt switches, such as Wittgenstein's "duck-rabbit" switch, Toulmin has used the model of
mutations of scientific theories, and Kuhn has elaborated the thesis of incommensurability in connection with the idea of a paradigm switch.


17. cf. Habermas' essay on the social sciences (1970a), and his *Knowledge and Human Interests* (1971). The views advanced in these volumes do not represent the final result of his efforts to develop a critical social theory. Further developments are available to English-speaking readers in *Communication and the Evolution of Society* (1979). However, the books mentioned earlier do contain the most explicit account of his theory of knowledge in the natural and technological sciences, which has been largely ignored in his later works.

18. The notion of labour, although not commonly used in English translations of Habermas, would be more appropriate here, since it directly refers to the "productive Eros" (Baudrillard) of Marxist theory in which labour is an "ontological concept of human existence as such". See Herbert Marcuse, "On the Concept of Labour" (1973: 11 ff.).

19. Habermas (1971, particularly Part 3, 189 ff.).

20. In the original formulation of "Technology and Science as 'Ideology'", reprinted in *Toward a Rational Society* (1970b: 91 ff.), work is said to consist of "either instrumental action or rational choice or their conjunction". In *Knowledge and Human Interests*, instrumental action seems to include an element of purposive-rational choice (as will become clear from its second characteristic mentioned below). Finally, in *Communication and the Evolution of Society*, Habermas supplies a more elaborate classification of types of action, juxtaposing instrumental and social action; the latter included symbolic (expressive) action, *communicative* action oriented toward reaching understanding, and *strategic* action oriented toward the actor's success and corresponding to the "utilitarian model of purposive-rational action" (pp. 40 ff.). While Habermas points out that his previous analyses of labour and interaction "have not yet adequately captured the most general differentiating characteristics of instrumental and social (or communicative) action", it is clear that the basic dichotomy and the grounding of natural and technological sciences in *instrumental* action (as roughly defined by the characteristics summarised here) remains valid throughout his later work.


22. cf. Habermas (1970b: 99). "Transcendental" is explained here as referring to the form of knowledge produced by scientists, in contrast, for example, to the content of knowledge, or the subjective intentions of scientists.

23. Peirce's example is that of a diamond's "hardness". The predicate is constituted with regard to other stones that are rubbed against the diamond. The diamond hardness remains independent of the rubbing, yet we can only attribute such "hardness" with regard to possible instrumentation. cf. Peirce (1931-35, Vol. 5: 457 and Vol. 7: 340).


25. The particular reference here is to the ideas Heidegger promoted in *Being and Time* (1962). Much of my understanding of these ideas owes to Dreyfus' interpretation of Heidegger's existential phenomenology, as presented in seminars at the University of California, Berkeley in 1977.

26. For an example of Heidegger's existential conception of science, see pp. 408 ff. (1962).

27. Habermas derives his conception of instrumental action from Peirce. See particularly pp. 113 ff. (1971).

28. Heidegger questions the idea that it is possible or desirable to make explicit (i.e., in some sort of belief system) the implicit assumptions which constitute the background against which knowledge is gained. He radicalises pragmatist philosophy by making the involved, practical viewpoint superior to the theoretical, detached point of view. And he emphasises social context, rather than the individual, when he holds (with Wittgenstein) that philosophical problems can only be (dis)solved by a return to the study of everyday social practices. In their recourse to pragmatism and their emphasis on the social organisation of meaning in everyday life (hermeneutics), Heidegger and Habermas are strikingly similar.


30. This theory of evolution is outlined in a series of essays in Habermas (1979).

31. Of course, the separation between these social activities and something purely technical is itself problematic, as outlined in Chapter 1.

32. See Dilthey (1913-58, Vol. 5: 143) and Habermas (1971: 144) for these terms.

33. The idea of a double hermeneutic, and the point about first and second level constructs, dates back to

34. cf. in particular Harré (1970) and Harré and Madden (1975).

35. Taken from Bhaskar (1978: 105).

36. The last thesis is more often found in discussions of problems of application in the social sciences than in epistemological debates. For example, see Lazarsfeld and Reisz (1975). The thesis seems to rest upon a mistaken conception of what goes on in the natural sciences, since the whole problem of technology is one of developing knowledge adequate to a particular field of action.

Chapter 7

Conclusion:
The Major Theses of the Book

Let us summarise in brief the major theses of the book by pointing once more to the distinctive conceptions advanced in the preceding chapters. First, we have said that the "cognitive" operations of scientific enquiry display themselves to an empirical epistemology as constructive rather than descriptive, and we have explicited constructivity in terms of the decision-laden character of knowledge production. Note that we have linked the selectivity embodied in the products of science to a social process of negotiation situated in time and space rather than to a logic of individual decision-making. Second, we have pointed to indeterminacy and to contextual contingency —rather than non-local universality—as inherent in scientific procedure. We have associated this contextual contingency with an opportunistic logic of research and considered indeterminacy as constitutive of—rather than destructive of—the idea of scientific change. Third, we have illustrated the analogical reasoning which orients the opportunistic logic of research, and considered the circulation of ideas through analogy as part of the process of recontextualisation and transformation. Fourth, we have postulated that variable transscientific fields traversed and sustained by resource-relationships rather than professional membership groups such as "scientific communities" constitute the webs of social relations in which the scientists situate their laboratory action. Fifth, we have illustrated in the case of the scientific paper the process of conversion (or perversion) with which the circulation of scientific objects must be associated in a reality marked by local, contextual, socially situated breeds of action. And we have argued that this process of conversion can be seen as a mechanism of social connection—mediated by the fission and fusion of interests—which operates in transscientific fields. Finally we have challenged, on the basis of what has been learned from an empirical epistemology of knowledge, the distinction as customarily drawn between the sciences of man and those of the natural world. We have reviewed the lines of argument which disclose scientific reason as symbolic, interpretative reason, and we have claimed that the question of the unity of the sciences may warrant reconsideration.

As outlined in the Introduction, the major theses of the book are grounded in an anthropological investigation of knowledge production. I have said that the thrust of the approach lies in the promise it holds of a sensitive—in contrast to a frigid—methodology, which I take it will be fruitful in social studies of science. I consider the results obtained so far as the first step to an anthropology of knowledge to which future studies will have much to contribute, both in the other areas of research and in practical knowledge and technique. Needless to say, in present "technological" societies a hegemony over that which counts as knowledge appears to be held by the
sciences, whatever the subject matter. The present book is an essay of the nature of knowledge-production and reproduction as exemplified by these sciences.
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Introduction

Potato tubers, henceforth called potatoes, contain an average of 2.1% crude protein (Markakis, 1975) on a fresh weight basis and provide the world with 6 million metric tons of protein per year (Markakis, 1975).

Nutrition of the protein (about 1/3 of the crude protein) of potato juice is comparable to an egg white substitute in some food systems (Rosenau et al., 1976).

Nitrogen balance studies with human adults have shown potato protein to be superior to most major plant proteins, approaching the value of whole egg (Kofranyi and Jekat, 1965; Jekat and Kofranyi, 1970; Meister and Thompson, 1976).

Potato processing plant waste effluents such as from potato starch, starch, and fries factories, represent a tremendous potential source of valuable protein. About 268,000 metric tons of potato protein (crude protein) are utilized in the U.S. for food processing (Agricultural Statistics, 1976). According to Kramer and Krull (1977) only 20 - 30% of the vegetable plants utilized directly for human consumption in the U.S. If the remaining 70 - 80% of the material could be converted into nutrients, total nutritional resources could be vastly increased and at the same time the waste disposal problem could be minimized. For instance 25,000 metric tons of potato starch could be manufactured from waste.
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22 protein could be recovered from the wastes of the starch mills
23 of the Netherlands (De Noord, 1975) and 2,000 metric tons in Austria
24 (Wohlmeyer, 1974). Potato prot.

26 An efficiently operating 20 metric tons/day starch plant discharges
27 around 450 - 750 m$^3$ of protein water daily, containing ~6 metric tons
28 of protein and 300 - 500 m$^3$ of liquid starch of 4% - 6% solids/ton/day comes from the
29 flumes and washers. Since this stream contains very little
30 BOD, it should be separated from the protein water. The protein
31 water contains around 55% of the BOD leaving the plant; the
32 another 45% is in the pulp and the skin (Strolley, 1976).
33
34 The protein water (fruit water) is one of the wastes from potato
35 starch factories which contains all the water soluble constituents
36 of the potato. The soluble solids contain about 35% crude protein
37 (~1/3 heat coagulable; ~2/3 amino acids, amides etc.), 35% total
38 sugars, 4% organic acids, 20% minerals and 6% others (carbohydrates
39 etc.).
In 1974, Stabile et al. presented an economic analysis of alternative methods for processing potato starch effluents such as concentration by evaporation, protein recovery by heat treatment, ion exchange, biological treatment and combinations of these alternative methods.

At the time of this study, only concentration of effluents by evaporation appeared economically feasible. Vlasblom et al. calculated that $2.16 per metric ton of processed potato to cover profit, capital costs and operational expenses if starch, pulp and protein is recovered.

It is interesting to note that test plants in the U.S.A. have produced about 18.1 metric tons of potato per acre (4047 m²). This yields about 0.82 metric tons of starch (worth ~ $520), 0.73 metric tons of pulp (worth ~ $64) and 0.73 metric tons of 50% protein meal (worth ~ $160). In comparison, soybeans produce about 0.32 metric tons of protein per acre and alfalfa about 1.09 metric tons. Potato proteins are recovered commercially from potato starch wastes in different European countries (Anon., 1957; Huchette and Fleche, 1976; Vlasblom and Peters, 1958).

The most common way to coagulate potato protein is by heat precipitation (mainly 95 to 100°C) with or without adjusting the initial pH of the waste effluents (Knorr, 1973, Stabile et al., 1973). Hydrochloric acid, sulfuric acid and polyphosphoric acid are mainly used for the pH adjustment (pH 3.5 - 5.5). From a cost point of view as well as in terms of addition of the public waste, polyphosphoric acid is generally preferred. A common occurrence of heat coagulated potato protein concentrates is the resulting low nitrogen solubility (US - 10%), good solubility of PPC could markedly expand potential applications of proteins (Kinsella, 1976).
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A. Preparation with Mixed Metal Systems

3. Iodine Termination and Conceivable

Another important disadvantage of heat coagulation are the energy costs for concentration and heating of the diluted waste effluents.

Ferric chloride which is used in sewage work could be another coagulant for the recovery of PFC. It is relatively inexpensive, has acidic properties and the trivalent iron ion is a good nucleating site for large floc formation (Daniels, 1974). Another advantage of ferric chloride is that the waste effluents do not have to be heated. The iron recovered with the protein could add to the nutritional significance of a recovered product. Meister and Thompson (1976) showed at laboratory scale that FeCl₃ compared at room temperature favorable with hydrochloric acid. as a coagulant in Codray Green on a laboratory scale.

The aim of this work was to find an alternative precipitation method resulting in a yield comparable to that of protein recovered by means of the most commonly used acid/heat treatment method, while achieving a more acceptable quality of the PFC needed for the application in human foods.

Materials and Methods

Preparation of Protein Water

Because of the inconvenience of transporting a dilute solution and also to avoid possible compositional changes, it was decided to simulate processing water in the pilot plant to compare different precipitation methods. 1.1 metric tons of Russet Burbank potatoes (crude protein content 2.5%; total solids 23%) were used. They were loaded into a typical waste from potato starch factories contain about 15% solids. 1000 kg

Materials and Methods

Preparation of Protein Water

Because of the inconvenience of transporting a dilute solution and also to avoid possible compositional changes, it was decided to simulate processing water in the pilot plant to compare different precipitation methods. 1.1 metric tons of Russet Burbank potatoes (crude protein content 2.5%; total solids 23%) were used. They were loaded into a typical waste from potato starch factories contain about 15% solids. 1000 kg
a modified drag chain feeder (Model A632-44, Arnold Dryer Company,
with swinging hammers (Owens Mfg. Co., Verdon, Nebraska) followed by
a Morehouse mill (Model 350, Morehouse Ind. Inc., Los Angeles, CA)
The slurry was diluted with water (about 1:1) and centrifuged at 3,200
rpm a horizontal decanter type flow centrifuge (Type P-3000 S, Sharples Co., Philadelphia, PA) to remove the starch. The crude
protein content of the resulting protein water was 1.2% and the
concentration of total solids 2.2%, respectively. The pH was 6.6.
Preparation of PPC
The protein water was divided into equivalent parts (Figure 1).

FIGURE 1

The pH values of 4.8 and 3.0 were adjusted by using 2N HCl. One batch
was adjusted to pH 3.0 by using a 28% aqueous solution of FeCl₃.6H₂O.
The two batches at pH 3.0 were stirred (Model AG 100, Lightnin
in a holding tank for one hour at 20°C and the
precipitate was recovered by using a high speed, disk type, solids
discharging centrifuge, with 31 cm bowl diameter and RCF max = 14,500 xg
(batch with the pH level of 4.8 was stirred for 15 minutes and then
heated by steam injection (Model M 5000, Strahman,"
(Edwards et al., 1975). The heat coagulate was pumped into an open
topped stainless steel agitated tank (Mohno pump type 350, Robbins
& Myers Ind., Springfield, Ohio) and stirred
it was pumped through a plate type heat exchanger (Model SC-
3196, Creamery Package Co., Chicago, IL) cooled to 25°C. For the
of these precipitates the solids discharging centrifuge was also used. The pH of the protein concentrates was then adjusted to 7 and the concentrates spray dried at an inlet temperature of the air of 210 - 220°C and an outlet temperature of 105 - 110°C (conical-type laboratory model, Bowen Eng. Inc., North Branch, N.J.)

**Analytical procedures**

The standard AOAC (AOAC, 1975) methods were used for the determination of total solids, nitrogen, crude fat, total sugar, ash, carbohydrate and vitamin C. Amino acids were determined using the methods described by Kohler and Palter (1967). The Analytical Methods for Atomic Absorption Spectroscopy (Analytical Methods, 1973) were used for the determination of calcium, iron, magnesium and sodium. Trichloroacetic acid was used for the determination of coagulable protein (Finley and Hautala, 1976). Nitrogen solubility was evaluated according to the method of Betschart (1974), water absorption capacity after Sculski (1962) and fat absorption capacity after Lin et al. (1974). For the determination of the baking properties the method described by Lawhon et al. (1972) was used. The examination of bread texture was described by Knorr (1977). All determinations were done in 2 to 5 replications.

**Results and Discussion**

Figure 2 shows the relationship between coagulable protein (N x 0.25) remaining in solution and pH for the various precipitation methods used.
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Table 1

<table>
<thead>
<tr>
<th>Method</th>
<th>Coagulable Protein (%)</th>
<th>Recovered Protein (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCl/heat</td>
<td>78.2%</td>
<td>70.5%</td>
</tr>
<tr>
<td>FeCl₃·6H₂O</td>
<td>65.6%</td>
<td>57.5%</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Source</th>
<th>Ash Content (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spray dried PPC</td>
<td>25%</td>
</tr>
</tbody>
</table>

The ash content is about 25% for the proteins precipitated at RT. One explanation for the high ash concentration of these PPC is the higher adsorption capacity of the spray-dried PPC (Table 2) indicating the use of a higher amount of FeCl₃·6H₂O in the spray drying process.
of proteins coagulated at RT in comparison to the heat coagulated proteins. The inclusion of a "washing step" (additional separation of the concentrate after dilution with water) resulted in an increase of the crude protein content of the protein recovered with FeCl₃ • XH₂O of 12% and an decrease of the ash of 24%. It is of interest that the PPC recovered with FeCl₃ contain about 15 mg total vitamin C/100 g. The most remarkable differences of the recovered PPC for a potential use in food systems exist in the nitrogen solubility (Figure 3). The nitrogen solubility of the PPC recovered with FeCl₃ is 4 times higher than the solubility of the PPC recovered with HCl/heat.

Water absorption capacity is low for the PPC recovered with FeCl₃ in comparison to the other precipitation methods. The advantage or disadvantage of this property depends on the application of the PPC in various food systems. In the case of protein fortification of bread proteins with low water absorption capacity give better loaf volumes than proteins with a higher fat absorption capacity, whipping properties and bread texture are practically equal for all 3 products (Table 2). In Table 3 the results of amino acid analyses of the PPC and FAQ data (FAO, 1972) for potato protein are given.
interest because these amino acids are poor in potato protein (Scrimshaw and Young, 1976).

In summary the results of this study show that protein precipitation with iron(III) chloride at RT is comparable to HCl/heat treatment. The yield of protein recovered, some functional properties and the amino acid composition. The advantages of using FeCl₃ are reduced energy costs, excellent nitrogen solubility of the resulting PPC.

In pilot plant studies with "potato cut water" from a commercial potato processing plant 97% of the trichloracetic acid/heat coagulable protein could be recovered by using FeCl₃ for the protein precipitation. The iron content of this concentrate could be reduced to < 1% Fe (dry).
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ABSTRACT

Potato processing effluents represent a potential source of valuable protein as well as a major waste disposal problem. Potato protein is commonly recovered by heat (in excess of 90°C) with pH adjustment between 3.5 and 5.5. The present study compared yield, and some compositional, and functional characteristics of potato protein concentrate (PPC) recovered with either HCl or FeCl₃ (pH 3.0, 20–22°C), or HCl/heat (pH 4.8, 98–99°C). Under pilot plant conditions, recoveries of 22.7, 36.7, and 37.5% of the crude protein (N × 6.25) were obtained with HCl, FeCl₃, and HCl/heat, respectively. Crude protein content of the PPC precipitated by HCl, FeCl₃, and HCl/heat were 65.6, 57.5, and 78.2% respectively. Ash and vitamin C values were higher in those PPC recovered at room temperature, with Fe content being highest in the PPC recovered with FeCl₃. The nitrogen solubility of the FeCl₃ precipitate, at pH 7.0, was 1.5 and more than 7 times that of the HCl, and HCl/heat precipitates, respectively. Whipping capacity of PPC was not influenced by precipitation method. The most favorable fat absorption and water absorption capacities were exhibited by the HCl and HCl/heat precipitates, respectively.

INTRODUCTION

Potato tuber(s), henceforth termed potato(es), contain an average of 2.1% crude protein on a fresh weight basis. Annual, world-wide production of potato protein is ≈ 6 million metric tons (Markakis 1975). In the U.S., approximately 268,000 metric tons of crude potato protein
(N × 6.25) are available annually (U.S. Dept. of Agr. 1976). A portion of this potato protein is in the form of processing waste effluents resulting from the manufacture of potato starch, flakes, granules, chips and french fries. Approximately one-third of the crude protein in the waste effluent (potato juice) may be recovered with heat or a trichloroacetic acid/heat treatment.

Potato protein is recovered from the effluents of potato starch manufacture in various European countries. Quantities such as 2,000 and 25,000 metric tons of potato protein are potentially available annually in Austria and The Netherlands, respectively (De Noord 1975; Huchette and Fleche 1976; Vlasblom and Peters 1958; and Wohlmeyer 1974).

The waste effluent from potato starch plants contains 2–5% solids, and accounts for ~55% of the BOD leaving the plant. A typical composition of the soluble solids is: 35% crude protein, 35% total sugars, 20% minerals, 4% organic acids, and 6% others.

There has been interest in the recovery of potato protein during the past 60 years, and several methods have been reported. Generally, these methods consist of heat coagulation, heat coagulation with pH adjustment, pH adjustment alone with HCl, H₃PO₄, FeCl₃, or H₂SO₄, ion exchange chromatography, and reverse osmosis. Proponents of heat coagulation (Strolle et al. 1973; Vlasblom and Peters 1957; and Xander and Hoover 1959) most commonly use temperatures in excess of 90°C. When pH adjustment is used, it is usually between 3.5 and 5.5. Meister and Thompson (1976) demonstrated, in laboratory experiments, that FeCl₃ compared favorably with HCl as a precipitant of potato protein.

Ion exchange chromatography has been used to recover protein, amino acids and potassium from potato waste streams (Heisler et al. 1972), and Porter et al. (1970) studied the use of reverse osmosis for potato protein recovery.

Heat coagulation is the most commonly used method to commercially recover potato protein. The energy costs of concentrating and heating the dilute waste effluent are a disadvantage of this method. In addition, heat coagulated protein is, generally, quite insoluble, which could limit some potential food applications. Of those acids used for pH adjustment, HCl is preferred in terms of cost and potential hazards to the public water supply. With the use of FeCl₃ as the precipitant, any Fe recovered with the protein could add to the nutritional value of the final product.

The amino acid balance of potato protein is quite favorable. Nitrogen balance studies with human adults have shown potato protein to be superior to most major plant protein, with its nutritive value approaching that of whole egg (Kofranyi and Jekat 1965; Jekat and Kofranyi 1970; and Meister and Thompson 1967).
An economic analysis of alternative methods for processing potato starch effluents was conducted by Stabile et al. (1970). At that time, the authors concluded that concentration of effluents by evaporation appeared to be the only economically feasible method. An updated economic analysis may be warranted in light of increased energy costs.

The purpose of this study was to compare the effectiveness of HCl, FeCl₃, and HCl combined with heat, as precipitants of potato protein in the laboratory, as well as under pilot plant conditions, and to evaluate some compositional, nutritional and functional characteristics of the protein concentrates recovered by these three methods.

**MATERIALS AND METHODS**

**Preparation of Potato Protein Concentrate**

Potato processing water was simulated in the pilot plant. Washed Russet Burbank potatoes (1.1 metric tons), containing 2.5% crude protein (N × 6.25) and 23% total solids, were used. The potatoes were loaded into a modified drag chain feeder (Model A 632-44, Arnold Dryer Co., Milwaukee, Wisc.) where 0.2% (w/w) NaHSO₃ was added to inhibit darkening of the potatoes. The potatoes were then metered into a 98 cm diameter vertical hammermill with swinging hammer (Owens Mfg. Co., Verdon, Neb.) followed by a Morehouse Mill (Model 350, Morehouse Ind. Inc., Los Angeles, CA). The slurry was diluted with water (≈ 1:1 v/v) and insoluble solids were removed by centrifugation at 3,200 G in a horizontal flow, decanter type centrifuge (Type P-3000 S, Sharples Co., Philadelphia, Penn.). The resulting supernatant, pH 5.6 contained 1.2 and 2.2% crude protein and total solid, respectively.

The aqueous solution containing the soluble protein (protein water) was equally divided into three portions and processed as outlined in Fig. 1. Two batches were adjusted to pH 3.0 and 4.8, respectively, with 2N HCl. The third was adjusted to pH 3.0 with a 28% (w/w) aqueous solution of FeCl₃·6H₂O. The two batches at pH 3.0 were stirred (Model Ag 100, Mixing Equipment Co. Inc., Rochester, N.Y.) in a holding tank for 1 hr at 20–22°C. The precipitates were recovered by using a high speed, disk-type solids discharging centrifuge, with 31 cm bowl diameter and a RCFₘₐₓ of 14,500 G (Model BRPX-207 S, De Laval Separator Co., Poughkeepsie, N.J.). The batch adjusted to pH 4.8 was stirred for 15 min and then heated by steam injection to 98–99°C (McDaniel Suction Tec, Dairy Industries Inc., Foster City, CA) as described by Edwards et al. (1975) The heated coagulum was then pumped
FIG. 1. SIMPLIFIED FLOW DIAGRAM FOR THE RECOVERY OF POTATO PROTEIN CONCENTRATES IN THE PILOT PLANT PROCESS

(Moyno pump type 380, Robbins & Myers Inc., Springfield, Ohio) through a plate type heat exchanger (Model Sc-3196, Creamery Package Co., Chicago, Ill.) where it was cooled to 24–26°C. The solids discharging centrifuge was used for the collection of this precipitate.

After collection by centrifugation the total weight of the concentrates was determined and samples were taken for Kjeldahl analysis. The yield was calculated as the amount of crude protein in the concentrates as a percent of the total amount in the protein water (see Table 1). The pH of each of the precipitated protein concentrates was adjusted to pH 7 with 2N NaOH. The concentrates were then spray dried at an air inlet temperature of 200–210°C and an outlet temperature of 105–110°C (Conical-type, laboratory model, Bowen Engineering Inc., North Branch, N.J.).

One experiment was conducted in the pilot plant on “potato cut water” obtained from a commercial potato chip processing plant. The effectiveness of the three precipitation methods, i.e. HCl, FeCl₃ and HCl/heat, was evaluated.
Table 1. Recovery of potato protein concentrates in the pilot plant by various methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Precipitation Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HCl at RT pH 3.0</td>
</tr>
<tr>
<td></td>
<td>FeCl₃ at RT pH 3.0</td>
</tr>
<tr>
<td></td>
<td>HCl/Heat pH 4.8</td>
</tr>
<tr>
<td>Recovery of Crude Protein</td>
<td>22.7 %</td>
</tr>
<tr>
<td>Recovery of TCA/heat Insoluble Protein</td>
<td>61.5 %</td>
</tr>
<tr>
<td></td>
<td>36.7</td>
</tr>
<tr>
<td></td>
<td>99.4</td>
</tr>
<tr>
<td></td>
<td>37.5</td>
</tr>
<tr>
<td></td>
<td>102.0</td>
</tr>
</tbody>
</table>

Methods for Analysis and Functional Properties

The standard AOAC methods (AOAC 1975) were used for the determination of total solids, nitrogen, crude fat, ash and vitamin C. Total sugars were determined by the method of Potter et al. (1968) and total carbohydrates (in terms of glucose) were assayed according to the procedure of Dubois et al. (1956). The method of Kohler and Palter (1967) was followed for determining amino acid composition. Procedures outlined in Analytical Methods for Atomic Absorption Spectroscopy (Analytical Methods 1973) were used for the determination of calcium, iron, magnesium and sodium. Trichloracetic acid (TCA)/heat treatment, as reported by Finley and Hautala (1976), was employed to determine TCA coagulable protein of the protein water. For the determination of coagulable protein of the protein water at different pH levels (see Fig. 2) the pH was adjusted with 2N HCl and 28% (w/w) FeCl₃·6H₂O solution at room temperature and filtered after 60 minutes through an S & S 576 filter paper. The nitrogen content of the filtrate was determined by Kjeldahl analysis. In the case of HCl/heat treatment the pH was adjusted and then the protein water was heated to 95°C for 10 min, cooled to room temperature and filtered after 50 min. A previously described method was used to evaluate nitrogen solubility (Betschart 1974). Water absorption capacity, fat absorption capacity, and whipping capacity were determined using minor modifications of the methods of Sosulski (1962), Lin et al. (1974) and Lawhon et al. (1972), respectively, as described by Betschart and Kohler (1975).

All experiments, with the exception of nitrogen solubility, were conducted at the initial pH attained. The means of laboratory experiments are the result of from 2 to 5 replications. Pilot plant data are based upon a single run with analyses of these samples carried out in from 2 to 5 replications.
RESULTS AND DISCUSSION

Protein Recovery

Laboratory experiments showed that FeCl₃ compared favorably with HCl/heat treatment at pH 2–4 with respect to the amount of coagulable protein recovered from the protein water (Fig. 2). At pH 5 and 6 HCl/heat was the most effective precipitation method studied.

By the use of TCA/heat, in combination, 37 ± 2% of the crude protein in the protein water was recovered (termed coagulable protein). Recoveries of crude protein by HCl, FeCl₃, and HCl/heat precipitation methods were 23 ± 1, 40 ± 1, and 35 ± 2%, respectively. These recoveries represented 62, 108, and 95% of the coagulable protein by HCl, FeCl₃, and HCl/heat precipitation, respectively. Thus, at pH 3.0 FeCl₃ was more effective than HCl in recovering potato protein concentrate (PPC). Meister and Thompson (1976) also found FeCl₃ to be more effective than HCl as a precipitant of potato protein. They reported that, at pH 3.0, 31 and 36% of the crude protein were recovered by HCl and FeCl₃ precipitation, respectively. From these data it is also apparent that Meister and Thompson achieved more effective results.
with HCl and somewhat less effective results with FeCl₃ when compared with results reported in the present study.

Results obtained in the pilot plant with simulated waste effluent indicated that FeCl₃ and HCl/heat were equally effective in recovering protein (Table 1), with HCl recovering significantly less crude protein. Quantities of protein recovered by HCl and FeCl₃ were 62 and 99%, respectively, of the TCA/heat coagulable protein. The recovery of PPC by various methods was also studied in the pilot plant with commercial "potato cut water." Thus, results were similar to those obtained with simulated potato processing water. By using FeCl₃ as a coagulant, 97% of the TCA/heat coagulable protein could be recovered.

The quantity of FeCl₃ • 6H₂O required to precipitate PPC was 1.6 kg per kg protein (dm). By raising the precipitation pH to 4.0, 0.9 kg FeCl₃ • H₂O would be needed per kg protein. Although laboratory experiments by the authors indicated that slightly less protein would be recovered at pH 4.0 (Fig. 2), Meister and Thompson (1976) showed that FeCl₃ precipitation produced maximum recovery at pH 4.0.

Composition

Proximate analyses of the spray dried PPC revealed that the crude protein contents of the HCl, FeCl₃, and HCl/heat precipitates were 65.6, 57.5, and 78.2%, respectively. In addition to the differences in protein content of the PPC recovered by various methods, major compositional differences were observed for ash, vitamin C, iron and sodium (Table 2). The increased ash content associated with HCl precipitation at room temperature was also observed by Meister and Thompson (1976), who noted that HCl recovered more total solids from the effluent than does precipitation by HCl/heat. The PPC precipitated at ambient temperatures with HCl and FeCl₃ would be more appropriate for human consumption if ash values were reduced. Vitamin C content (15–18 mg/100 g) was significantly higher in those PPC recovered at room temperature, whereas the FeCl₃ precipitate was markedly higher in iron than the other two precipitates.

Functional Properties

With the exception of whipping capacity, those functional properties of PPC evaluated were markedly influenced by method of precipitation. Nitrogen solubility of PPC recovered at room temperature was much higher than that of the HCl/heat precipitate (Fig. 3). At pH 6 and above, the nitrogen solubility of FeCl₃ precipitate was superior to that precipitated by HCl; at pH 7, it was >7 times that of the HCl/heat
precipitated PPC (Table 2). Increased nitrogen solubility indicates that the PPC were less severally denatured during processing, and would more likely be functionally active in food systems in which protein solubility was a prerequisite.

Water absorption capacity was highest in the HCl/heat precipitate which had been most severely heated during precipitation, whereas fat absorption capacity was the lowest in this precipitate (Table 2). The high water absorption of heat precipitated plant proteins vs those recovered with HCl at room temperature has also been reported for alfalfa leaf protein concentrate (Betschart and Kohler 1975). HCl precipitation produced the PPC with the most favorable fat absorption capacity. The spray dried PPC precipitated by HCl were light and fluffy, with greyish beige overtones. That precipitated at room temperature was the lightest in color, whereas the FeCl₃ precipitate had a light green cast.

These data on functionality within simple, model systems provide an indication of potential functionality in food systems.
Amino Acid Analyses

With the exception of arginine, aspartic and glutamic acids, the amino acid composition of the HCl/heat treatment PPC was equal or greater than that reported by FAO (1972) for potato protein (Table 3). The higher levels of methionine and cystine in PPC are of interest since these amino acids were previously reported to be low in potato protein (Scrimshaw and Young 1976). When compared with FAO (1973) Provisional Amino Acid Scoring Pattern, the PPC contain quantities of amino acids equal to or greater than the suggested levels for all the essential amino acids (except tryptophan which was not determined).

In summary, FeCl₃ and HCl/heat treatment recovered similar quantities of potato protein, whereas HCl at room temperature was the least effective method. Differences between these precipitation methods include the energy input required for steam (HCl/heat) and ingredient costs (HCl, FeCl₃). Compositional differences among the PPC precipitated by various methods included higher crude protein in the HCl/heat precipitate, higher vitamin C and ash in those PPC precipi-
Table 3. Amino acid analyses of potato protein concentrates recovered by various methods

<table>
<thead>
<tr>
<th>Amino Acid</th>
<th>Precipitation Method</th>
<th>Potato Protein</th>
<th>FAO (1972)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HCl</td>
<td>FeCl₃</td>
<td>HCl/Heat</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lysine</td>
<td>6.02</td>
<td>6.46</td>
<td>6.79</td>
</tr>
<tr>
<td>Histidine</td>
<td>2.04</td>
<td>2.03</td>
<td>2.11</td>
</tr>
<tr>
<td>Arginine</td>
<td>4.40</td>
<td>4.76</td>
<td>4.74</td>
</tr>
<tr>
<td>Aspartic Acid</td>
<td>12.83</td>
<td>13.37</td>
<td>11.08</td>
</tr>
<tr>
<td>Threonine</td>
<td>4.27</td>
<td>4.43</td>
<td>4.86</td>
</tr>
<tr>
<td>Serine</td>
<td>4.15</td>
<td>4.49</td>
<td>4.90</td>
</tr>
<tr>
<td>Glutamic Acid</td>
<td>11.67</td>
<td>11.58</td>
<td>10.47</td>
</tr>
<tr>
<td>Proline</td>
<td>3.35</td>
<td>3.70</td>
<td>4.11</td>
</tr>
<tr>
<td>Glycine</td>
<td>3.51</td>
<td>3.86</td>
<td>4.14</td>
</tr>
<tr>
<td>Alanine</td>
<td>4.01</td>
<td>3.91</td>
<td>4.41</td>
</tr>
<tr>
<td>Cystine</td>
<td>1.41</td>
<td>1.74</td>
<td>1.47</td>
</tr>
<tr>
<td>Valine</td>
<td>5.50</td>
<td>5.89</td>
<td>6.24</td>
</tr>
<tr>
<td>Methionine</td>
<td>2.09</td>
<td>1.96</td>
<td>2.70</td>
</tr>
<tr>
<td>Isoleucine</td>
<td>4.53</td>
<td>4.76</td>
<td>5.20</td>
</tr>
<tr>
<td>Leucine</td>
<td>7.20</td>
<td>7.41</td>
<td>8.53</td>
</tr>
<tr>
<td>Tyrosine</td>
<td>4.17</td>
<td>4.30</td>
<td>4.74</td>
</tr>
<tr>
<td>Phenylalanine</td>
<td>4.67</td>
<td>4.82</td>
<td>5.34</td>
</tr>
</tbody>
</table>

92 stated at ambient temperatures (HCl, FeCl₃) and higher Fe values in the FeCl₃ precipitate. In terms of functionality, PPC precipitated by all three methods possessed similar whipping capacity. Differences included greater nitrogen solubility for the FeCl₃ precipitate, with the highest water absorption capacity and fat absorption capacity exhibited by the HCl/heat and HCl precipitates, respectively. The ultimate selection of a precipitation method for potato protein will depend upon an analysis of the nutritional and antinutritional, economic, engineering, compositional and functional parameters, within the constraints of the end product use of the PPC.

Reference to a company and/or product named by the Department is only for purposes of information and does not imply approval or recommendation of the product to the exclusion of others which may also be suitable,
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